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About This Guide

This OmniSwitch AOS Release 7 Network Configuration Guide describes basic attributes of your switch
and basic switch administration tasks. The software features described in this manual are shipped standard
with your switches. These features are used when readying a switch for integration into a live network
environment.

Supported Platforms

The information in this guide applies only to OmniSwitch 10K and OmniSwitch 6900 switches.

Who Should Read this Manual?

The audience for this user guide are network administrators and IT support personnel who need to config-
ure, maintain, and monitor switches and routers in a live network. However, anyone wishing to gain
knowledge on how fundamental software features are implemented in the OmniSwitch Series switches
will benefit from the material in this configuration guide.

When Should | Read this Manual?

Read this guide as soon as your switch is up and running and you are ready to familiarize yourself with
basic software functions. You should have already stepped through the first login procedures and read the
brief software overviews in the OmniSwitch 10K Getting Started Guide.

You should have already set up a switch password and be familiar with the very basics of the switch soft-
ware. This manual will help you understand the switch’s directory structure, the Command Line Interface
(CL1), configuration files, basic security features, and basic administrative functions. The features and
procedures in this guide will help form a foundation that will allow you to configure more advanced
switching features later.
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What is in this Manual? About This Guide

What is in this Manual?

This configuration guide includes information about the following features:

e Basic switch administrative features, such as file editing utilities, procedures for loading new software,
and setting up system information (name of switch, date, time).

e Configurations files, including snapshots, off-line configuration, time-activated file download.

e The CLI, including on-line configuration, command-building help, syntax error checking, and line edit-
ing.

e Basic security features, such as switch access control and customized user accounts.
e SNMP
e \Web-based management (WebView)

What is Not in this Manual?

The configuration procedures in this manual primarily use Command Line Interface (CLI) commands in
examples. CLI commands are text-based commands used to manage the switch through serial (console
port) connections or via Telnet sessions. This guide does include introductory chapters for alternative
methods of managing the switch, such as web-based (WebView) and SNMP management. However the
primary focus of this guide is managing the switch through the CLI.

Further information on WebView can be found in the context-sensitive on-line help available with that
application.

This guide does not include documentation for the OmniVista network management system. However,
OmniVista includes a complete context-sensitive on-line help system.

This guide provides overview material on software features, how-to procedures, and tutorials that will
enable you to begin configuring your OmniSwitch. However, it is not intended as a comprehensive refer-
ence to all CLI commands available in the OmniSwitch. For such a reference to all CLI commands,
consult the OmniSwitch CLI Reference Guide.

How is the Information Organized?

Each chapter in this guide includes sections that will satisfy the information requirements of casual read-
ers, rushed readers, serious detail-oriented readers, advanced users, and beginning users.

Quick Information. Most chapters include a specifications table that lists RFCs and IEEE specifications
supported by the software feature. In addition, this table includes other pertinent information such as mini-
mum and maximum values and sub-feature support. Some chapters include a defaults table that lists the
default values for important parameters along with the CLI command used to configure the parameter.
Many chapters include Quick Steps sections, which are procedures covering the basic steps required to get
a software feature up and running.

In-Depth Information. All chapters include overview sections on software features as well as on selected
topics of that software feature. Topical sections may often lead into procedure sections that describe how
to configure the feature just described. Many chapters include tutorials or application examples that help
convey how CLI commands can be used together to set up a particular feature.
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About This Guide Documentation Roadmap

Documentation Roadmap

The OmniSwitch user documentation suite was designed to supply you with information at several critical
junctures of the configuration process.The following section outlines a roadmap of the manuals that will
help you at each stage of the configuration process. Under each stage, we point you to the manual or
manuals that will be most helpful to you.

Stage 1: Using the Switch for the First Time

Pertinent Documentation: OmniSwitch Getting Started Guide
Release Notes

A hard-copy OmniSwitch 10K Getting Started Guide is included with your switch; this guide provides all
the information you need to get your switch up and running the first time. It provides information on
unpacking the switch, rack mounting the switch, installing NI modules, unlocking access control, setting
the switch’s IP address, and setting up a password. It also includes succinct overview information on
fundamental aspects of the switch, such as hardware LEDs, the software directory structure, CLI
conventions, and web-based management.

At this time you should also familiarize yourself with the Release Notes that accompanied your switch.
This document includes important information on feature limitations that are not included in other user
guides.

Stage 2: Gaining Familiarity with Basic Switch Functions

Pertinent Documentation: OmniSwitch Hardware Users Guide
OmniSwitch AOS Release 7 Switch Management Guide

Once you have your switch up and running, you will want to begin investigating basic aspects of its
hardware and software. Information about switch hardware is provided in the OmniSwitch 10K Hardware
Guide. This guide provide specifications, illustrations, and descriptions of all hardware components, such
as chassis, power supplies, Chassis Management Modules (CMMs), Network Interface (NI) modules, and
cooling fans. It also includes steps for common procedures, such as removing and installing switch
components.

This guide is the primary users guide for the basic software features on a single switch. This guide
contains information on the switch directory structure, basic file and directory utilities, switch access
security, SNMP, and web-based management. It is recommended that you read this guide before
connecting your switch to the network.

Stage 3: Integrating the Switch Into a Network

Pertinent Documentation: OmniSwitch AOS Release 7 Network Configuration Guide
OmniSwitch AOS Release 7 Advanced Routing Configuration Guide

When you are ready to connect your switch to the network, you will need to learn how the OmniSwitch
implements fundamental software features, such as 802.1Q, VLANSs, Spanning Tree, and network routing
protocols. This guide contains overview information, procedures, and examples on how standard
networking technologies are configured on the OmniSwitch.

The guide includes configuration information for networks using advanced routing technologies (OSPF
and BGP) and multicast routing protocols (DVMRP and PIM-SM).
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Documentation Roadmap About This Guide

Anytime

The OmniSwitch CLI Reference Guide contains comprehensive information on all CLI commands
supported by the switch. This guide includes syntax, default, usage, example, related CLI command, and
CLI-to-MIB variable mapping information for all CLI commands supported by the switch. This guide can

be consulted anytime during the configuration process to find detailed and specific information on each
CLI command.
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About This Guide Related Documentation

Related Documentation

The following are the titles and descriptions of all the related OmniSwitch user manuals:

OmniSwitch 10K and OmniSwitch 6900 Getting Started Guides

Describes the hardware and software procedures for getting an OmniSwitch up and running. Also
provides information on fundamental aspects of OmniSwitch software architecture.

OmniSwitch 10K and OmniSwitch 6900 Getting Started Guides

Complete technical specifications and procedures for all OmniSwitch chassis, power supplies, fans,
and Network Interface (NI) modules.

OmniSwitch CLI Reference Guide

Complete reference to all CLI commands supported on the OmniSwitch. Includes syntax definitions,
default values, examples, usage guidelines and CLI-to-MIB variable mappings.

OmniSwitch AOS Release 7 Switch Management Guide

Includes procedures for readying an individual switch for integration into a network. Topics include
the software directory architecture, image rollback protections, authenticated switch access, managing
switch files, system configuration, using SNMP, and using web management software (WebView).

OmniSwitch AOS Release 7 Network Configuration Guide

Includes network configuration procedures and descriptive information on all the major software
features and protocols included in the base software package. Chapters cover Layer 2 information
(Ethernet and VLAN configuration), Layer 3 information (routing protocols, such as RIP and IPX),
security options (authenticated VLANS), Quality of Service (QoS), link aggregation, and server load
balancing.

OmniSwitch AOS Release 7 Advanced Routing Configuration Guide

Includes network configuration procedures and descriptive information on all the software features and
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1 Configuring Ethernet Ports

The Ethernet software is responsible for a variety of functions that support Ethernet, Gigabit Ethernet, and
10 Gigabit Ethernet ports on OmniSwitch Series switches. These functions include

diagnostics, software loading, initialization, configuration of line parameters, gathering statistics, and
responding to administrative requests from SNMP or CLI.

In This Chapter

This chapter describes the Ethernet port parameters of the switch and how to configure them through the
Command Line Interface (CLI). CLI Commands are used in the configuration examples.

Configuration procedures described in this chapter include:
e “Ethernet Ports Overview” on page 1-3

e “Configuring Ethernet Port Parameters” on page 1-3

e “Clearing Ethernet Port Violations” on page 1-7

For information about CLI commands that can be used to view Ethernet port parameters, see the
OmniSwitch CLI Reference Guide.
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Ethernet Specifications

IEEE Standards Supported 802.3 Carrier Sense Multiple Access with Collision Detection
(CSMA/CD)
802.3u (100BaseTX)
802.3ab (1000BaseT)
802.3z (1000Base-X)
802.3ae (10GBase-X)
802.3ba (40GBase-X)

Platforms Supported OmniSwitch 10K, 6900

Ports Supported Ethernet (10 Mbps)
Fast Ethernet (100 Mbps)
Gigabit Ethernet (1 Gbps)
10 Gigabit Ethernet (10 Gbps)
40 Gigabit Ethernet (40 Gbps)

Auto Negotiation Supported
Port Mirroring / Monitoring Supported
802.1Q Hardware Tagging Supported

Jumbo Frame Configuration Supported on 1/10/40 Gigabit Ethernet ports

Maximum Frame Size 1553 bytes (10/100 Mbps)
9216 bytes (1/10/40 Gbps)

Ethernet Port Defaults

The following table shows Ethernet port default values:

Parameter Description Command Default Value/Comments
Interface Line Speed interfaces speed AutoNeg

Interface Duplex Mode interfaces duplex AutoNeg

Trap Port Link Messages interfaces link-trap Disabled

Interface Configuration interfaces Enabled

Peak Flood Rate Configuration  interfaces flood-limit 4 Mbps (10 Ethernet)
49 Mbps (100 Fast Ethernet)
496 Mbps (1 Gigabit Ethernet)
997 Mbps (10 Gigabit Ethernet)
997 Mbps (40 Gigabit Ethernet)

Interface Alias interfaces alias None configured
Maximum Frame Size interfaces max-frame- 1553 (untagged) Ethernet packets
size 1553 (tagged) Ethernet packets
9216 Gigabit Ethernet packets
Digital Diagnostics Monitoring  interfaces ddm Disabled
(DDM)
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Ethernet Ports Overview

This chapter describes the Ethernet software CLI commands used for configuring and monitoring the
Ethernet port parameters of your switch.

Valid Port Settings
This table below lists valid speed, duplex, and autonegotiation settings for the different OS10K port types.

Port Type User-Specified Port User-Specified Duplex | Auto Negotiation
Speed (Mbps) Supported Supported?
Supported

10/100/1000 Copper auto/10/100/1000 auto/full/half Yes

Transceivers Dependent Dependent Dependent

See the Hardware Users Guide for more information about the hardware and port numbering for specific
models.

Configuring Ethernet Port Parameters

The following sections describe how to use CLI commands to configure ethernet ports.

Enabling and Disabling Autonegotiation

To enable or disable autonegotiation on a single port, a range of ports, or an entire slot, use the interfaces
command. For example:

-> interfaces 2/3 autoneg enable
-> interfaces 2/1-3 autoneg enable
-> interfaces 2 autoneg enable

Configuring Crossover Settings

To configure crossover settings on a single port, a range of ports, or an entire slot, use the
interfaces crossover command. If autonegotiation is disabled, auto MDIX, auto speed, and auto duplex
are not accepted.

Setting the crossover configuration to auto configures the interface or interfaces to automatically detect
crossover settings. Setting crossover configuration to mdix configures the interface or interfaces for
MDIX (Media Dependent Interface with Crossover), which is the standard for hubs and switches. Setting
crossover to mdi configures the interface or interfaces for MDI (Media Dependent Interface), which is the
standard for end stations.

For example:

-> interfaces 2/1 crossover auto
-> interfaces 2/2-5 crossover mdi
-> interfaces 3 crossover mdix
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Setting Interface Line Speed

The interfaces speed command is used to set the line speed on a specific port, a range of ports, or all ports
on an entire slot.

For example:

-> interfaces 2/1 speed 100
-> interfaces 2/2-5 speed 1000
-> interfaces 3 speed auto

Configuring Duplex Mode

The interfaces duplex command is used to configure the duplex mode on a specific port, a range of ports,
or all ports on a slot to full, half, or auto. (The auto option causes the switch to advertise all available
duplex modes (half/full/both) for the port during autonegotiation.) In full duplex mode, the interface trans-
mits and receives data simultaneously. In half duplex mode, the interface can only transmit or receive data
at a given time.

For example:

-> interfaces 2/1 duplex half
-> interfaces 2/2-5 duplex auto
-> interfaces 3 duplex full

Setting Trap Port Link Messages

The interfaces link-trap command can be used to enable or disable trap port link messages on a specific
port, a range of ports, or all ports on a slot. When enabled, a trap message is sent to a Network Manage-
ment Station (NMS) whenever the port state has changed.

For example:

-> interfaces 2/3 link-trap enable
-> interfaces 2/3-5 link-trap enable
-> interfaces 2 link-trap enable

Resetting Statistics Counters

The clear interfaces 12-statistics command is used to reset all Layer 2 statistics counters on a specific
port, a range of ports, or all ports on a slot. For example:

-> clear interfaces 2/3 l2-statistics
-> clear interfaces 2/1-3 I2-statistics
-> clear interfaces 2 l2-statistics

This command also includes an optional cli parameter. When this parameter is specified, only those statis-
tics that are maintained by the switch CLI are cleared; SNMP values are not cleared and continue to main-
tain cumulative totals. For example:

-> clear interfaces 2/1-3 I2-statistics cli

Note that when the cli parameter is not specified both CLI and SNMP statistics are cleared.
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Enabling and Disabling Interfaces

The interfaces command is used to enable or disable a specific port, a range of ports, or all ports on an
entire slot.

-> interfaces 2/3 admin-state disable
-> interfaces 2/1-3 admin-state disable
-> interfaces 2 admin-state disable

Configuring a Port Alias

The interfaces alias command is used to configure an alias (i.e., description) for a single port. (You
cannot configure an entire switch or a range of ports.) For example:

-> interfaces 2/3 alias ip_phonel
-> interfaces 2/3 alias “ip phones 1~

Note. Spaces must be contained within quotes.

Configuring Maximum Frame Sizes

The interfaces max-frame-size command can be used to configure the maximum frame size (in bytes) on
a specific port, a range of ports, or all ports on a switch.

For example:

-> interfaces 2/3 max frame 9216
-> interfaces 2/1-3 max frame 9216
-> interfaces 2 max frame 9216

Configuring Digital Diagnostic Monitoring (DDM)

Digital Diagnostics Monitoring allows the switch to monitor the status of a transceiver by reading the
information contained on the transceiver's EEPROM. The transceiver can display Actual, Warning-Low,
Warning-High, Alarm-Low and Alarm-High for the following:

e Temperature

e Supply Voltage

e Current

e Qutput Power

* |nput Power

To enable the DDM capability on the switch use the interfaces ddm command. For example, enter:
-> interfaces ddm enable

Traps can be enabled using the interfaces ddm-trap if any of the above values crosses the pre-defined
low or high thresholds of the transceiver. For example:

-> interfaces ddm-trap enable
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Note. In order to take advantage of the DDM capability, the transceiver must support the DDM functional-
ity. Not all transceivers support DDM; refer to the Tranceivers Guide for additional DDM information.

Configuring Flood Rate Limiting

The following section describes how to apply a flood limit value to broadcast, unicast flooded, or multi-
cast traffic for a slot, port, or a range of ports. The interfaces flood-limit command can be used to set
limits based on pps, mbps, or a percentage of the port’s bandwidth.

For example, to set the broadcast limit on port 2/1 to 100 mbps enter the following:
-> interfaces 2/1 flood-limit bcast rate mbps 100

For example, to set the flood limit on ports 2/2-5 to 500 pps enter the following:
-> interfaces 2/2-5 flood-limit uucast rate pps 500

For example, to set the multicast limit on slot 3 to 50% of the ports capacity enter the following:

-> interfaces 3 flood-limit mcast rate cap% 50

Configuring Flow Control

The interfaces pause command is used to configure flow control (pause) settings for ports that run in full
duplex mode. Configuring flow control is done to specify whether or not an interface transmits, honors, or
both transmits and honors PAUSE frames. PAUSE frames are used to temporarily pause the flow of traf-
fic between two connected devices to help prevent packet loss when traffic congestion occurs between
switches.

Note. The OmniSwitch currently does not support the transmitting of PAUSE frames.

Note that if autonegotiation and flow control are both enabled for an interface, then autonegotiation deter-
mines how the interface processes PAUSE frames. If autonegotiation is disabled but flow control is
enabled, then the configured flow control settings apply.

By default, flow control is disabled. To configure flow control for one or more ports, use the interfaces
pause command with one of the following parameters to specify how PAUSE frames are processed:

e tx—Transmit PAUSE frames to peer switches when traffic congestion occurs on the local interface. Do
not honor PAUSE frames from peer switches.

¢ rx—Allow the interface to honor PAUSE frames from peer switches and temporarily stop sending traf-
fic to the peer. Do not transmit PAUSE frames to peer switches.

e tx-and-rx—Transmit and honor PAUSE frames when traffic congestion occurs between peer switches.

For example, the following command configures ports 1/1 through 1/10 to transmit and honor PAUSE
frames:

-> interfaces 1/1-10 pause tx-and-rx

To disable flow control for one or more ports, specify the disable parameter with the interfaces pause
command. For example:
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-> interfaces 1/10 pause disable

Clearing Ethernet Port Violations

The following switch applications may trigger a violation condition on one or more ports:
e | earned Port Security (LPS)

e Quality of Service (QoS)

e Network Security

e UniDirectional Link Detection (UDLD)

e Fabric stability related violations

Depending on the application and type of violation, specific actions are taken when a violation is detected
on the port. For example, an application may take one of the following actions when the violation triggers
a port shut down:

e Admin Down—deactivates the physical port.

¢ Simulated Down—the physical port shows as active but the applications are not allowed to access the
port link. The port is put in a blocking state.

A security violation may occur under the following conditions:

e A portis configured as a secure port and the number of secure MAC addresses learned on the port has
exceeded the maximum value.

e A device with a secure MAC address that is configured or learned on one of the secure ports attempts
to access another secure port.

Consider the following regarding link aggregate security violations:

e When a violation occurs on a physical port that is a member of a link aggregate, the violation affects
the entire link aggregate group. All ports on that link aggregate are either restricted or shut down.

¢ When the violations are cleared for the entire link aggregate group, the whole link aggregate group is
reactivated.

e When a simulated down violation occurs, toggling the link clears the violation for both the link
aggregates and physical ports.

To view the violation conditions that exist on individual ports or link aggregates, use the show violation
command. For example:

-> show violation

Port  Source Action Reason Timer
—————— Ry e
1/1 src Irn simulated down Ips shutdown 0
1/2 src Irn simulated down Ips restrict 0
2 qos admin down policy 0

To clear all the MAC address violation logs and activate the port or link aggregate, use the clear viola-
tion command. For example:

-> clear violation port 1/10
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-> clear violation linkagg 10-20
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2 Configuring UDLD

UniDirectional Link Detection (UDLD) is a protocol for detecting and disabling unidirectional Ethernet
fiber or copper links caused by mis-wiring of fiber strands, interface malfunctions, media converter faults,
and so on. The UDLD operates at Layer 2 in conjunction with IEEE 802.3 - Layer 1 fault detection
mechanisms.

UDLD is a lightweight protocol that can be used to detect and disable one-way connections before they
create dangerous situations such as Spanning Tree loops or other protocol malfunctions. The protocol is
mainly used to advertise the identities of all the UDLD-capable devices attached to the same LAN
segment and to collect the information received on the ports of each device to determine whether the
Layer 2 communication is functioning properly. All connected devices must support UDLD for the
protocol to successfully identify and disable unidirectional links. When UDLD detects a unidirectional
link, the protocol administratively shuts down the affected port and generates a trap to alert the user.

In This Chapter

This chapter describes how to configure UDLD parameters through the Command Line Interface (CLI).
CLI commands are used in the configuration examples; for more details about the syntax of commands,
see the OmniSwitch CLI Reference Guide.

Configuration procedures described in this chapter include the following:

e “Configuring UDLD” on page 2-6.

e “Configuring the Operational Mode” on page 2-7.

e “Configuring the Probe-Timer” on page 2-7 to configure the probe-message advertisement timer.
e “Configuring the Echo-Wait-Timer” on page 2-7 to configure the echo-based detection timer.

e “Clearing UDLD Statistics” on page 2-8.

e “Verifying the UDLD Configuration” on page 2-8.

e “Verifying the UDLD Configuration” on page 2-8.

OmniSwitch AOS Release 7 Network Configuration Guide ~ February 2012 page 2-1



UDLD Specifications

Configuring UDLD

UDLD Specifications

Platforms Supported OmniSwitch 10K, 6900

Maximum number of UDLD ports per system Up to maximum physical ports per system

UDLD Defaults

Parameter Description Command Default
UDLD administrative state udld Disabled
UDLD status of a port udld port Disabled
UDLD operational mode udld mode Normal
Probe-message advertisement timer  udld probe-timer 15 seconds
Echo-based detection timer udld echo-wait-timer 8 seconds
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Quick Steps for Configuring UDLD

1 To enable the UDLD protocol on a switch, use the udld command. For example:
-> udld enable

2 To enable the UDLD protocol on a port, use the udld port command by entering udld port, followed
by the slot and port number, and enable. For example:

-> udld port 1/6 enable

3 Configure the operational mode of UDLD by entering udld port, followed by the slot and port
number, mode, and the operational mode. For example:

-> udld port 1/6 mode aggressive

4 Configure the probe-message advertisement timer on port 6 of slot 1 as 17 seconds using the following
command:

-> udld port 1/6 probe-timer 17

Note. Optional. Verify the UDLD global configuration by entering the show udld configuration
command or verify the UDLD configuration on a port by entering the show udld configuration port
command. For example:

-> show udld configuration
Global UDLD Status : Disabled

-> show udld configuration port 1/6
Global UDLD Status: enabled

Port UDLD Status: enabled

Port UDLD State: bidirectional

UDLD Op-Mode: normal

Probe Timer (Sec): 20,

Echo-Wait Timer (Sec): 10

To verify the UDLD statistics of a port, use the show udld statistics port command. For example:
-> show udld statistics port 1/42

UDLD Port Statistics
Hello Packet Send -8,
Echo Packet Send 8,
Flush Packet Recvd :0
UDLD Neighbor Statistics
Neighbor ID Hello Pkts Recv Echo Pkts Recv
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UDLD Overview

UDLD is a Layer 2 protocol used to examine the physical configuration connected through fiber-optic or
twisted-pair Ethernet cables. When a port is affected and only a unidirectional link is working, UDLD
detects and administratively shuts down the affected port, and alerts the user. Unidirectional links can
create hazardous situations such as Spanning-Tree topology loops caused, for instance, by unwiring of
fiber strands, interface malfunctions, faults of the media converter, and so on.

The UDLD feature is supported on the following port types:
e Copper ports
e Fiber ports

UDLD Operational Mode

UDLD supports two modes of operation:
e Normal mode
e Aggressive mode

UDLD works with the Layer 1 mechanisms to determine the physical status of a link. A unidirectional link
occurs whenever the traffic sent from a local device is received by its neighbor; but the traffic from the
neighbor is not received by the local device.

Normal Mode

In this mode, the protocol depends on explicit information instead of implicit information. If the protocol
is unable to retrieve any explicit information, the port is not put in the shutdown state; instead, it is marked
as Undetermined. The port is put in the shutdown state only when:

e |tis explicitly determined that the link is defective
e When it is determined on the basis of UDLD-PDU processing that link has become unidirectional.

In any such state transition, a trap is raised.

Aggressive Mode

In this mode, UDLD checks whether the connections are correct and the traffic is flowing bidirectionally
between the respective neighbors. The loss of communication with the neighbor is considered an event to
put the port in shutdown state. Thus, if the UDLD PDUs are not received before the expiry of a timer, the
port is put in the UDLD-shutdown state. Since the lack of information is not always due to a defective
link, this mode is optional and is recommended only for point-to-point links.

UDLD shuts down the affected interface when one of these problems occurs:
¢ On fiber-optic or twisted-pair links, one of the interfaces cannot send or receive traffic.
e On fiber-optic or twisted-pair links, one of the interfaces is down while the other is up.

e One of the fiber strands in the cable is disconnected.
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Mechanisms to Detect Unidirectional Links

The UDLD protocol is implemented to correct certain assumptions made by other protocols, and to help
the Spanning Tree Protocol to function properly to avoid the creation of dangerous Layer 2 loops.

UDLD uses two basic mechanisms:

e It advertises the identity of a port and learns about its neighbors. This information about the neighbors
is maintained in a cache table.

e |t sends continuous echo messages in certain circumstances that require fast notifications or fast
re-synchronization of the cached information.

Neighbor database maintenance

UDLD learns about other UDLD neighbors by periodically sending a Hello packet (also called an
advertisement or probe) on every active interface to inform each device about its neighbors.

When the switch receives a Hello message, the switch caches the information until the age time expires. If
the switch receives a new Hello message before the aging of an older cache entry, the switch replaces the
older entry with the new one.

Whenever an interface is disabled and UDLD is running, or UDLD is disabled on an interface, or the
switch is reset, UDLD clears all the existing cache entries for the interfaces that are affected by the
configuration change. UDLD sends a message to the neighbors to flush the part of their caches affected by
the status change. This UDLD message is intended to synchronize the caches.

Echo detection

UDLD depends on an echo-detection mechanism. UDLD restarts the detection window on its side of the
connection and sends echo messages in response to the request, whenever a UDLD device learns about a
new neighbor or receives a re-synchronization request from an out-of-sync neighbor. This behavior is the
same on all UDLD neighbors because the sender of the echoes expects to receive an echo as a response.

If the detection window ends and no valid response is received, the link is shut down, depending on the
UDLD mode. When UDLD is in normal mode, the link is considered to be undetermined and is not
shut down. When UDLD is in aggressive mode, the link is considered to be unidirectional, and the
interface is shut down.

In normal mode, if UDLD is in the advertisement or in the detection phase and all the neighbor cache
entries are aged out, UDLD restarts the link-up sequence to re-synchronize with potentially out-of-sync
neighbors.

In aggressive mode, if UDLD is in the advertisement or in the detection phase and all the neighbors of a
port are aged out, UDLD restarts the link-up sequence to re-synchronize with potentially out-of-sync
neighbors. UDLD shuts down the port, after the continuous messages, if the link state is undetermined.
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Configuring UDLD

This section describes how to use Command Line Interface (CLI) commands to do the following:
e “Enabling and Disabling UDLD” on page 2-6.

e “Configuring the Operational Mode” on page 2-7.

e “Configuring the Probe-Timer” on page 2-7.

e “Configuring the Echo-Wait-Timer” on page 2-7.

e “Clearing UDLD Statistics” on page 2-8.

e “Verifying the UDLD Configuration” on page 2-8.

Note. See the “UDLD Commands” chapter in the OmniSwitch CLI Reference Guide for complete
documentation of UDLD CLI commands.

Enabling and Disabling UDLD

By default, UDLD is disabled on all switch ports. To enable UDLD on a switch, use the udld command.
For example, the following command enables UDLD on a switch:

-> udld enable

To disable UDLD on a switch, use the udld command with the disable parameter. For example, the
following command disables UDLD on a switch:

-> udld disable

Enabling UDLD on a Port

By default, UDLD is disabled on all switch ports. To enable UDLD on a port, use the udld port
command. For example, the following command enables UDLD on port 3 of slot 1:

-> udld port 1/3 enable
To enable UDLD on multiple ports, specify a range of ports. For example:
-> udld port 1/6-10 enable

To disable UDLD on a port, use the udld port command with the disable parameter. For example, the
following command disables UDLD on a range of ports:

-> udld port 5/21-24 disable
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Configuring the Operational Mode
To configure the operational mode, use the udld mode command as shown:
-> udld mode aggressive
For example, to configure the mode for port 4 on slot 2, enter:
-> udld port 2/4 mode aggressive
To configure the mode for multiple ports, specify a range of ports. For example:

-> udld port 2/7-18 mode normal

Configuring the Probe-Timer
To configure the probe-message advertisement timer, use the udld probe-timer command as shown:
-> udld probe-timer 20
For example, to configure the probe-timer for port 3 on slot 6, enter:
-> udld port 6/3 probe-timer 18
To configure the probe-timer for multiple ports, specify a range of ports. For example:
-> udld port 1/8-21 probe-timer 18

Use the no form of this command to reset the timer. For example, the following command resets the timer
for port 4 of slot 6:

-> no udld port 6/4 probe-timer
The following command resets the timer for multiple ports:

-> no udld port 1/8-21 probe-timer

Configuring the Echo-Wait-Timer
To configure the echo-based detection timer, use the udld echo-wait-timer command as shown:
-> udld echo-wait-timer 9
For example, to configure the echo-wait-timer for port 5 on slot 6, enter:
-> udld port 6/5 echo-wait-timer 12
To configure the echo-wait-timer for multiple ports, specify a range of ports. For example:
-> udld port 1/8-21 echo-wait-timer 9

Use the no form of this command to reset the timer. For example, the following command resets the timer
for port 6 of slot 4:

-> no udld port 4/6 echo-wait-timer
The following command resets the timer for multiple ports:

-> no udld port 1/8-21 echo-wait-timer
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Clearing UDLD Statistics

To clear the UDLD statistics, use the clear udld statistics port command. For example, to clear the
statistics for port 4 on slot 1, enter:

-> clear udld statistics port 1/4
To clear the UDLD statistics on all the ports, enter:

-> clear udld statistics

Verifying the UDLD Configuration

To display UDLD configuration and statistics information, use the show commands listed below:

show udld configuration Displays the global status of UDLD configuration.

show udld configuration port Displays the configuration information for all UDLD ports or for
a particular UDLD port on the switch.

show udld statistics port Displays the UDLD statistics for a specific port.

show udld neighbor port Displays the UDLD neighbor ports.

show udld status port Displays the UDLD status for all ports or for a specific port.

For more information about the resulting display from these commands, see the OmniSwitch CLI Refer-
ence Guide. An example of the output for the show udld configuration port and show udld statistics
port commands is also given in “Quick Steps for Configuring UDLD” on page 2-3.
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Transparent bridging relies on a process referred to as source learning to handle traffic flow. Network
devices communicate by sending and receiving data packets that each contain a source MAC address and a
destination MAC address. When packets are received on switch network interface (NI) module ports,
source learning examines each packet and compares the source MAC address to entries in a MAC address
database table. If the table does not contain an entry for the source address, then a new record is created
associating the address with the port it was learned on. If an entry for the source address already exists in
the table, a new one is not created.

Packets are also filtered to determine if the source and destination address are on the same LAN segment.
If the destination address is not found in the MAC address table, then the packet is forwarded to all other

switches that are connected to the same LAN. If the MAC address table does contain a matching entry for
the destination address, then there is no need to forward the packet to the rest of the network.

In This Chapter

This chapter describes how to manage source learning entries in the switch MAC address table (often
referred to as the forwarding or filtering database) through the Command Line Interface (CLI). CLI
commands are used in the configuration examples; for more details about the syntax of commands, see the
OmniSwitch CLI Reference Guide.

Configuration procedures described in this chapter include:

e “Using Static MAC Addresses” on page 3-3.

e “Using Static Multicast MAC Addresses” on page 3-5.

e “Configuring MAC Address Table Aging Time” on page 3-7.
e “Configuring the Source Learning Status” on page 3-8.

® “Increasing the MAC Address Table Size” on page 3-9.

e “Displaying Source Learning Information” on page 3-10.
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Source Learning Specifications

The functionality described in this chapter is supported on the OmniSwitch unless otherwise stated in the
following Specifications table or specifically noted within any section of this chapter.

Platforms Supported OmniSwitch 10K, 6900

RFCs supported 2674—Definitions of Managed Obijects for Bridges
with Traffic Classes, Multicast Filtering and
Virtual LAN Extensions

Maximum number of learned MAC addresses when OS10K - 32K Module / 32K Chassis
centralized MAC source learning mode is enabled  OS6900 - 128K

Maximum number of learned MAC addresses when OS10K - 32K Module / 256K Chassis
distributed MAC source learning mode is enabled.  OS6900 - Not Supported

Source Learning Defaults

Parameter Description Command Default
Static MAC address operating mode mac-learning static mac-address bridging
MAC address aging timer mac-learning aging-time 300 seconds
MAC source learning status per port mac-learning enabled
MAC source learning mode mac-learning mode centralized
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MAC Address Table Overview

Source learning builds and maintains the MAC address table on each switch. New MAC address table
entries are created in one of two ways: they are dynamically learned or statically assigned. Dynamically
learned MAC addresses are those that are obtained by the switch when source learning examines data
packets and records the source address and the port and VLAN it was learned on. Static MAC addresses
are user defined addresses that are statically assigned to a port and VLAN using the mac-learning static
mac-address command.

Accessing MAC Address Table entries is useful for managing traffic flow and troubleshooting network
device connectivity problems. For example, if a workstation connected to the switch is unable to
communicate with another workstation connected to the same switch, the MAC address table might show
that one of these devices was learned on a port that belonged to a different VLAN or the source MAC
address of one of the devices do not appear at all in the address table.

Using Static MAC Addresses

Static MAC addresses are configured using the mac-learning static mac-address command. These
addresses direct network traffic to a specific port and VLAN. They are particularly useful when dealing
with silent network devices. These types of devices do not send packets, so their source MAC address is
never learned and recorded in the MAC address table. Assigning a MAC address to the silent device’s port
creates a record in the MAC address table and ensures that packets destined for the silent device are
forwarded out that port.

When defining a static MAC address for a particular slot/port and VLAN, consider the following:
e Configuring static MAC addresses is only supported on fixed ports.

¢ The specified slot/port must already belong to the specified VLAN. Use the vlan members untagged
command to assign a port to a VLAN before you configure the static MAC address.

e Only traffic from other ports associated with the same VLAN is directed to the static MAC address
slot/port.

e Static MAC addresses are permanent addresses. This means that a static MAC address remains in use
even if the MAC ages out or the switch is rebooted.

e There are two types of static MAC address behavior supported: bridging (default) or filtering. Enter
filtering to set up a denial of service to block potential hostile attacks. Traffic sent to or from a filtered
MAC address is dropped. Enter bridging for regular traffic flow to or from the MAC address.

e |f a packet received on a port associated with the same VLAN contains a source address that matches a
static MAC address, the packet is discarded. The same source address on different ports within the
same VLAN is not supported.

e If astatic MAC address is configured on a port link that is down or disabled, an asterisk appears to the
right of the MAC address in the display output. The asterisk indicates that this is an invalid MAC
address. When the port link comes up, however, the MAC address is then considered valid and the
asterisk no longer appears next to the address in the display.
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Configuring Static MAC Addresses
To configure a permanent, bridging static MAC address, see the example below:
-> mac-learning vlan 1 port 1/1 static mac-address 00:00:02:CE:10:37 bridging
Use the no form of this command to clear MAC address entries from the table. :
-> no mac-learning vlan 1 port 1/1 static mac-address 00:00:02:CE:10:37 bridging
To verify static MAC address configuration and other table entries, use the show mac-learning command.
For more information about this command, see the OmniSwitch CLI Reference Guide.
Static MAC Addresses on Link Aggregate Ports

Static MAC Addresses are not assigned to physical ports that belong to a link aggregate. Instead, they are
assigned to a link aggregate ID that represents a collection of physical ports. This ID is specified at the
time the link aggregate of ports is created.

To configure a static MAC address on a link aggregate 1D 1 belong to VLAN 1 see the example below:
-> mac-learning vlan 1 linkagg 1 static mac-address 00:00:02:CE:10:37 bridging

For more information about configuring a link aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation” and Chapter 8, “Configuring Dynamic Link Aggregation.”
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Using Static Multicast MAC Addresses

Using static multicast MAC addresses allows you to send traffic intended for a single destination
multicast MAC address to selected switch ports within a given VLAN. To specify which ports receive the
multicast traffic, a static multicast address is assigned to each selected port for a given VLAN. The ports
associated with the multicast address are then identified as egress ports. When traffic received on ports
within the same VLAN is destined for the multicast address, the traffic is forwarded only on the egress
ports that are associated with the multicast address.

The mac-learning multicast mac-address command is used to configure a static multicast MAC address.
When defining this type of static MAC address for a particular port and VLAN, consider the following:

e A MAC address is considered a multicast MAC address if the least significant bit of the most signifi-
cant octet of the address is enabled. For example, MAC addresses with a prefix of 01, 03, 05, 13, etc.,
are multicast MAC addresses.

¢ If a multicast prefix value is not present, then the address is treated as a regular MAC address and not
allowed with the mac-learning vlan multicast mac-address command.

e The multicast addresses within the following ranges are not supported:

01:00:5E:00:00:00 to 01:00:5E:7F:FF:FF
01:80:C2: XX.XX. XX
33:33: XXX X XXX

¢ In addition to configuring the same static multicast address for multiple ports within a given VLAN, it
is also possible to use the same multicast address across multiple VLANS.

e The specified port or link aggregate ID must already belong to the specified VLAN.

Configuring Static Multicast MAC Addresses

The mac-learning multicast mac-address command is used to define a destination multicast MAC
address and assign the address to one or more egress ports within a specified VLAN. For example, the
following command assigns the multicast address 01:25:9a:5¢:2f:10 to port 1/24 in VLAN 20:

-> mac-learning vlan 20 port 1/1 multicast mac-address 01:25:9a:5c:2f:10

Use the no form of the mac-learning multicast mac-address command to delete static multicast MAC
address entries:

-> no mac-learning vlan 20 port 1/1 multicast mac-address 01:25:9a:5c:2f:10
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If aa MAC address, slot/port and VLAN ID are not specified with this form of the command, then all
static multicast addresses are deleted. For example, the following command deletes all static MAC
addresses, regardless of their slot/port or VLAN assignments:

-> no mac-learning multicast

To verify the static MAC address configuration and other table entries, use the show mac-learning and
show mac-learning commands. For more information about these commands, see the OmniSwitch CLI
Reference Guide.

Static Multicast MAC Addresses on Link Aggregate Ports

Static multicast MAC addresses are not assigned to physical ports that belong to a link aggregate. Instead,
they are assigned to a link aggregate ID that represents a collection of physical ports. This ID is specified

at the time the link aggregate of ports is created and when using the mac-address-table static-multicast

command.

To configure a static multicast MAC address on a link aggregate 1D, use the mac-learning multicast
mac-address command with the linkagg keyword to specify the link aggregate ID. For example, the
following command assigns a static multicast MAC address to link aggregate ID 2 associated with VLAN
455:

-> mac-learning vlan 455 linkagg 2 multicast mac-address 01:95:2A:00:3E:4c
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Configuring MAC Address Table Aging Time

Source learning also tracks MAC address age and removes addresses from the MAC address table that
have aged beyond the aging timer value. When a device stops sending packets, source learning keeps track
of how much time has passed since the last packet was received on the switch port of the device. When
this amount of time exceeds the aging time value, the MAC is aged out of the MAC address table. Source
learning always starts tracking MAC address age from the time since the last packet was received.

For example, the following sets the aging time for all VLANS to 1200 seconds (20 minutes):
-> mac-learning aging-time 1200

A MAC address learned on any VLAN port ages out when the time since a packet with the particular
address was last seen on the port exceeds 1200 seconds.

Note. An inactive MAC address can take up to twice as long as the aging time value specified to age out
of the MAC address table. For example, if an aging time of 60 seconds is specified, the MAC ages out any
time between 60 and 120 seconds of inactivity.

To set the aging time back to the default value, use the default parameter. For example, the following sets
the aging time for all VLANS back to the default value:

-> mac-learning aging-time default

To display the aging time value use the show mac-learning aging-time command. For more information
about this command, see the OmniSwitch CLI Reference Guide.
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Configuring the Source Learning Status

The source learning status for a port or link aggregate of ports is configurable using the mac-learning
command. For example:

-> mac-learning port 1/10 disable
-> mac-learning port 1/15-20 disable
-> mac-learning linkagg 10 disable

To enable the source learning status for a port or link aggregate, use the source-learning command with
the enable option. For example:

-> mac-learning port 1/10 enable
-> mac-learning port 1/15-20 enable
-> mac-learning linkagg 10 enable

Disabling source learning on a port or link aggregate is useful on a ring configuration, where a switch
within the ring does not need to learn the MAC addresses that the same switch is forwarding to another
switch within the ring,. This functionality is also useful in Transparent LAN Service configurations, where
the service provider device does not need to learn the MAC addresses of the customer network.

Configuring the source learning status is not allowed on the following types of switch ports:
¢ Ports enabled with Learned Port Security (LPS).
¢ Ports enabled with Universal Network Profile (UNP) functionality.
e Member ports of a link aggregate.

Consider the following guidelines when changing the source learning status for a port or link aggregate:

¢ Disabling source learning on a link aggregate disables MAC address learning on all member ports of
the link aggregate.

e MAC addresses dynamically learned on a port or aggregate are cleared when source learning is
disabled.

e Statically configured MAC addresses are not cleared when source learning is disabled for the port or
aggregate. In addition, configuring a new static MAC address is allowed even when source learning is
disabled.
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Increasing the MAC Address Table Size

There are two source learning modes available for the OmniSwitch: centralized and distributed. Enabling
the distributed mode for the switch increases the table size for the switch.

To enable the distributed MAC source learning mode for the chassis, use the mac-learning mode
command. When distributed MAC source learning mode is disabled, the switch operates in the
centralized MAC source learning mode (the default).

Enabling or disabling the distributed MAC source learning mode requires the following three steps:
1 Set the mode.
2 Enter the write memory command to save the switch configuration.
3 Reboot the switch.
For example:
-> mac-learning mode distributed
WARNING: Source Learning mode has changed - must do write memory and reload
-> write memory

-> reload

Note. All three of the above configuration steps are required to enable or disable the MAC mode. If any of
the above steps are skipped, the status of the mode is not changed.
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Displaying Source Learning Information

To display MAC Address Table entries, statistics, and aging time values, use the show commands listed

below:

show mac-learning Displays a list of all MAC addresses known to the MAC address
table, including static and multicast MAC addresses.

show mac-learning aging-time Displays the current MAC address aging timer value by switch or
VLAN.

show mac-learning mode Displays the current status of the distributed MAC source learning
mode.

For more information about the resulting displays from these commands, see the OmniSwitch CLI Refer-
ence Guide.
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4 Configuring VLANSs

In a flat bridged network, a broadcast domain is confined to a single LAN segment or even a specific
physical location, such as a department or building floor. In a switch-based network, such as one
comprised of Alcatel-Lucent switching systems, a broadcast domain, or VLAN can span multiple
physical switches and can include ports from a variety of media types. For example, a single VLAN could
span three different switches located in different buildings and include a variety of Ethernet port configu-
rations, such as 802.1q tagged VLAN member ports and/or a link aggregate of ports.

In This Chapter

This chapter describes how to define and manage VLAN configurations through the Command Line
Interface (CLI). CLI commands are used in the configuration examples; for more details about the syntax
of commands, see the OmniSwitch CLI Reference Guide.

Configuration procedures described in this chapter include:

e “Creating/Modifying VLANS” on page 4-4.

® *“Assigning Ports to VLANS” on page 4-6.

e “Enabling/Disabling Spanning Tree for a VLAN” on page 4-9.

e “Enabling/Disabling Source Learning” on page 4-9.

e “Configuring VLAN Router Interfaces” on page 4-10.

e “Bridging VLANSs Across Multiple Switches” on page 4-11.

e “Verifying the VLAN Configuration” on page 4-13.

For information about Spanning Tree, see Chapter 6, “Configuring Spanning Tree Parameters.”

For information about routing, see Chapter 13, “Configuring IP.”
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Configuring VLANs

VLAN Specifications

Note. The maximum limit values provided in the following Specifications table are subject to available

system resources.

Platforms Supported

OmniSwitch 10K, 6900

RFCs Supported

2674 - Definitions of Managed Objects for Bridges
with Traffic Classes, Multicast Filtering and Virtual
LAN Extensions

IEEE Standards Supported

802.1Q - Virtual Bridged Local Area Networks
802.1D - Media Access Control Bridges

Maximum VLANS per switch

4094

Maximum Tagged VLANS per Port

4094

Maximum Untagged VLANS per Port

One untagged VLAN (default VLAN) per port.

Maximum VLAN Port Associations (VPA)
per switch (Recommended)

0OS10K - 20000
086900 - 10000

Maximum Spanning Tree VLANS per switch

128 (1x1 mode)

VLAN Defaults

Parameter Description Command Default

VLAN identifier (VLAN ID) vlan VLAN 1 predefined on each
switch.

VLAN administrative state vlian Enabled

VLAN description vlan name VLAN ID

VLAN Spanning Tree state spantree vlan admin-state Enabled

VLAN IP router interface ip interface None

VLAN port associations

vlan members untagged

All ports initially associated
with default VLAN 1.
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Sample VLAN Configuration

The following steps provide a quick tutorial to create VLAN 100. Also included are steps to define a
VLAN description, IP router interface, and static switch port assignments.

Note. Optional. Creating a new VLAN involves specifying a VLAN ID that is not already assigned to an
existing VLAN. To determine if a VLAN already exists in the switch configuration, enter show vlan. If
VLAN 100 does not appear in the show vlan output, then it does not exist on the switch. For example:

-> show vlan
vlan type admin oper ip mtu name

————— o

1 std Ena Dis Dis 1500 VLAN 1

1 Create VLAN 100 with a description (for example, Finance IP Network) using the following
command:

-> vlan 100 name “Finance IP Network”

2 Define an IP router interface using the following command to assign an IP host address of 21.0.0.10 to
VLAN 100 that enables routing of VLAN traffic to other subnets:

-> ip interface vlan_100_ip address 21.0.0.10 vlan 100

3 Assign switch ports 2 through 4 on slot 3 to VLAN 100 using the following command:
-> vlan 100 members port 3/2-4 untagged

Note. Optional. To verify the VLAN 100 configuration, use the show vlan command. For example:

-> show vlan 100

Name : Finance IP Network,

Type : Static Vlan,

Administrative State : Enabled,

Operational State : Disabled,

IP Router Port : 21.0.0.10 255.0.0.0 forward e2,
1P MTU - 1500

To verify that ports 3/2-4 were assigned to VLAN 100, use the show vlan members command. For
example:

-> show vlan 100 members
port type status
3/2 default inactive

3/3 default inactive
3/4 default inactive
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To verify the details about the specific VLAN port 3/2, use the show vlan members command with the
port keyword and port number. For example:

-> show vlan 100 members port 3/2

type . default,
status : Inactive,
vlan admin : disabled,
vlan oper : disabled,

VLAN Management Overview

One of the main benefits of using VLANS to segment network traffic, is that VLAN configuration and port
assignment is handled through switch software. This eliminates the need to physically change a network
device connection or location when adding or removing devices from the VLAN broadcast domain. The
OmniSwitch VLAN management software handles the following VLAN configuration tasks:

e Creating or modifying VLANS.

e Assigning or changing default VLAN port associations (VPAS).

e Enabling or disabling VLAN participation in the current Spanning Tree algorithm.
e Displaying VLAN configuration information.

In addition to the above tasks, VLAN management software tracks and reports the following information
to other switch software applications:

¢ VLAN configuration changes, such as adding or deleting VLANSs, modifying the status of VLAN
properties (for example, administrative, Spanning Tree, and authentication status), changing the VLAN
description, or configuring VLAN router interfaces.

e VLAN port associations triggered by VLAN management and other switch software applications, such
as 802.1Q VLAN tagging.

e The VLAN operational state, which is inactive until at least one active switch port is associated with
the VLAN.

Creating/Modifying VLANSs

The initial configuration for all Alcatel-Lucent switches consists of a default VLAN 1 and all switch ports
are initially assigned to this VLAN. When a switching module is added to the switch, the physical ports
are also related to the assigned VLAN 1. If additional VLANS are not configured on the switch, then the
entire switch is treated as one large broadcast domain. All ports receive traffic from all other ports.

In compliance with the IEEE 802.1Q standard, each VLAN is identified by a unique number, referred to as
the “VLAN ID”. The user specifies a VLAN ID to create, modify or remove a VLAN and to assign switch
ports to a VLAN. When a packet is received on a port, the VLAN ID of the port is inserted into the packet.
The packet is then bridged to other ports that are assigned to the same VLAN ID. In essence, the VLAN
broadcast domain is defined by a collection of ports and packets assigned to its VLAN ID.
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The operational status of a VLAN remains inactive until at least one active switch port is assigned to the
VLAN. This means that VLAN properties, such as Spanning Tree or router interfaces, also remain
inactive. Ports are considered active if they are connected to an active network device. Non-active port
assignments are allowed, but do not change the operational state of the VLAN.

Ports can be statically assigned to VLANSs. When a port is assigned to a VLAN, a VLAN port association
(VPA) is created and tracked by VLAN management switch software. For more information about VPAsS,
see “Assigning Ports to VLANS” on page 4-6.

Adding/Removing a VLAN

To add a VLAN to the switch configuration, enter vlan followed by a unique VLAN ID, an optional
administrative status, and an optional description. For example, the following command creates VLAN
755 with a description:

-> vlan 755 name “IP Finance Network”

By default, administrative status and Spanning Tree are enabled when the VLAN is created. The name
parameter for VLAN is optional.

Note. Quotation marks are required if the description contains multiple words separated by spaces. If the
description consists of only one word or multiple words separated by another character, such as a hyphen,
then quotes are not required.

You can also specify a contiguous range of VLAN IDs by using a hyphen with the vlan command. For
example, the following commands create VLANS 10 through 15 and 100 through 105 on the switch:

-> vlan 10-15 name “Marketing Network”
-> vlan 100-105 name “Marketing Network”

To remove a VLAN from the switch configuration, use the no form of the vlan command.

-> no vlan 200
-> no vlan 100-105
-> no vlan 10-15

When a VLAN is deleted, any router interfaces defined for the VLAN are removed and all VLAN port
associations are dropped. If the VLAN deleted is the default VLAN for a port, the port returns to default
VLAN 1. If the VLAN deleted is not a default VLAN, then the ports are directly detached from the
VLAN. For more information about VLAN router interfaces, see “Configuring VLAN Router Interfaces”
on page 4-10.

To view a list of VLANSs already configured on the switch, use the show vlan command. See “Verifying
the VLAN Configuration” on page 4-13 for more information.
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Enabling/Disabling the VLAN Administrative Status

To enable or disable the administrative status for an existing VLAN, enter vlan followed by an existing
VLAN ID and either enable or disable.

-> vlan 7 admin-state disable
-> vlan 1 admin-state enable

When the administrative status for a VLAN is disabled, VLAN port assignments are retained but traffic is
not forwarded on these ports.

Modifying the VLAN Description

To change the description for a VLAN, enter vlan followed by an existing VLAN ID and the keyword
name followed by the new description. For example, the following command changes the description for
VLAN 455 to “Marketing IP Network™:

-> vlan 455 name “Marketing IP Network”

Assigning Ports to VLANSs

The OmniSwitch supports static assignment of physical switch ports to a VLAN. Once the assignment
occurs, a VLAN port association (VPA) is created and tracked by VLAN management software on each
switch. To view current VLAN port assignments in the switch configuration, use the show vlan members
command.

Methods for statically assigning ports to VLANS include the following:

e Using the vlan members untagged command to define a new configured default VLAN for fixed
ports. See “Changing the Default VLAN Assignment for a Port” on page 4-7.

e Using the vlan members tagged command to define 802.1Q-tagged VLANSs for fixed ports. This
method allows the switch to bridge traffic for multiple VLANS over one physical port connection. See
“Using 802.1Q Tagging” on page 4-7.

e Configuring ports as members of a link aggregate that is assigned to a configured default VLAN. (See
Chapter 7, “Configuring Static Link Aggregation” for more information.)
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Changing the Default VLAN Assignment for a Port

Initially all switch ports are assigned to VLAN 1, which is also their configured default VLAN. When
additional VLANS are created on the switch, ports are assigned to the VLANS so that traffic from devices
connected to these ports is bridged within the VLAN domain.

To assign a switch port to a new default VLAN, use the vlan members untagged command. For exam-
ple, the following command assigns port 5 on slot 2 to VLAN 955:

-> vlan 955 members port 2/5 untagged

When the vlan members command is used, the port’s default VLAN assignment is changed to the speci-
fied VLAN. The previous default VLAN assignment for the port (for example, VLAN 1, VLAN 10 or
VLAN 200) is dropped.

The vlan members command is also used to change the default VLAN assignment for an aggregate of
ports. The link aggregate control number is specified instead of a slot and port. For example, the
following command assigns link aggregate 10 to VLAN 755:

-> vlan 755 members linkagg 10 untagged

For more information about configuring an aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation”.

Use the no form of the vlan members command to remove a default VPA. When this is done, VLAN 1 is
restored as the default VLAN for the port.

-> no vlan 955 members port 2/5

Using 802.1Q Tagging

Another method for assigning ports to VLANS involves configuring a switch port or link aggregate to
process 802.1Q-tagged frames that contain a specific VLAN ID designation. This method, referred to as
802.1Q tagging (or trunking), allows a single network link to carry traffic for multiple VLANS.

The OmniSwitch implements the IEEE 802.1Q standard for sending frames through the network tagged
with VLAN identification. This section details procedures for configuring and monitoring 802.1Q tagging
on a single switch port or link aggregate group.

“Tagged” refers to four bytes of reserved space in the header of the packet. The four bytes of “tagging” are
broken down as follows: the first two bytes indicate whether the packet is an 802.1Q packet, and the next
two bytes carry the VLAN identification (VID) and priority.

When packets ingress the switch, they are classified into a VLAN based on their 802.1Q tag information.

e If the packet contains an 802.1Q tag, the VLAN ID in the tag must match either the default VLAN ID
for the port or a VLAN ID for which the port is tagged. If there is no match, the packet is dropped.

¢ If the packet is not tagged at all, the packet is placed into the default VLAN to which the port that
received the packet is assigned.

The following diagram illustrates a simple network by using tagged and untagged traffic:
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VLAN 1 VLAN 1

untagged untagged
Switch 1 port 4/3 Switch 2

VLAN 2 VLAN 2

tagged port 2/1 tagged

VLAN 3 VLAN 3

tagged tagged

Tagged and Untagged Traffic Network

Switch 1 and 2 have three VLANS, one for untagged traffic and two for tagged traffic. The ports connect-
ing Switch 1 and 2 are configured in such a manner that the ports accept both tagged traffic for VLANS 2
and 3 and untagged traffic for VLAN 1.

A port can only be assigned to one untagged VLAN (in every case, this is the default VLAN
configuration). In this example the default VLAN for port 2/1 and port 4/3 is VLAN 1. The port can be
assigned to as many 802.1Q-tagged VLANS as necessary.

Configuring 802.1Q Tagging

To set a port to be a tagged port, use the vlan members tagged command and specify a VLAN identifica-
tion (VID) number and a port number. For example, to configure port 3/4 to carry traffic for VLAN 5,
enter the following command at the CLI prompt:

-> vlan 5 members port 4/3 tagged

Port 4/3 is now configured to carry packets tagged with VLAN 5, even though VLAN 5 is not the default
VLAN for the port.

To enable tagging on link aggregation groups, enter the link aggregation group identification number in
place of the slot and port number, as shown:

-> vlan 5 members linkagg 8 tagged

(For further information on creating link aggregation groups, see Chapter 7, “Configuring Static Link
Aggregation” or Chapter 8, “Configuring Dynamic Link Aggregation.”)

To remove 802.1Q tagging from a selected port or link aggregate, use the untagged parameter.
-> vlan 5 members linkagg 8 untagged
To display all VLANS, enter the following command:

-> show vlan port

Note. The link aggregation group must be created first before it can be set to use 802.1Q tagging
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Enabling/Disabling Spanning Tree for a VLAN

The spanning tree operating mode set for the switch determines how VLAN ports are evaluated to
identify redundant data paths. If the Spanning Tree switch operating mode is set to flat, then VLAN port
connections are checked against other VLAN port connections for redundant data paths.

Note. The single flat mode STP instance is referred to as the CIST (Common and Internal Spanning Tree)
instance.

In the flat mode, if the CIST instance is disabled, then it is disabled for all configured VLANSs. However,
disabling STP on an individual VLAN excludes only those VLAN ports from the flat STP algorithm.

If the Spanning Tree operating mode is set to per-vlan mode, there is a single Spanning Tree instance for
each VLAN broadcast domain. Enabling or disabling STP on a VLAN in this mode includes or excludes
the VLAN from the per-vlan STP algorithm.

The spantree vlan admin-state command is used to enable/disable a Spanning Tree instance for an
existing VLAN. In the following examples, Spanning Tree is disabled on VLAN 255 and enabled on
VLAN 755:

-> spantree vlan 255 admin-state disable
-> spantree vlan 755 admin-state enable

STP does not become operationally active on a VLAN unless the VLAN is operationally active, which
occurs when at least one active port is assigned to the VLAN. Also, STP is enabled/disabled on individual
ports. So even if STP is enabled for the VLAN, a port assigned to that VLAN must also have STP
enabled. See Chapter 6, “Configuring Spanning Tree Parameters.”

Enabling/Disabling Source Learning

Source learning can be disabled on a VLAN. Disabling source learning can be beneficial in a ring
topology. There is no limit on the number of ports that can belong to a VLAN that has source learning
disabled, but it is recommended to include only the two ports connecting the switch to a ring.

To enable/disable source learning on a VLAN, use the mac-learning static mac-address command. For
example, the following command disabled source learning on VLAN 10:

-> mac-learning vlan 10 disable

Disabling source learning on a VLAN causes the VLAN to be flooded with unknown unicast traffic.
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Configuring VLAN Router Interfaces

Network device traffic is bridged (switched) at the Layer 2 level between ports that are assigned to the
same VLAN. However, if a device needs to communicate with another device that belongs to a different
VLAN, then Layer 3 routing is necessary to transmit traffic between the VLANSs. Bridging makes the
decision on where to forward packets based on the destination MAC address of the packet; routing makes
the decision on where to forward packets based on the IP network address assigned to the packet,

for example, IP - 21.0.0.10.

Alcatel-Lucent switches support routing of IP traffic. A VLAN is available for routing when at least one
router interface is defined for that VLAN and at least one active port is associated with the VLAN. Up to
eight IP interfaces can be configured for each VLAN.

If a VLAN does not have a router interface, the ports associated with that VLAN are in essence firewalled
from other VLANS. For information about how to configure router interfaces, see
Chapter 13, “Configuring IP”.
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Bridging VLANSs Across Multiple Switches

To create a VLAN bridging domain that extends across multiple switches:
1 Create a VLAN on each switch with the same VLAN ID number (for example, VLAN 10).

2 On each switch, assign the ports that provide connections to other switches to the VLAN created in
Step 1.

3 On each switch, assign the ports that provide connections to end user devices (for example,
workstations) to the VLAN created in Step 1.

4 Connect switches and end user devices to the assigned ports.

The following diagram shows the physical configuration of an example VLAN bridging domain:

Switch B Switch C

VLAN 10

Switch A

138.0.0.2

VLAN Bridging Domain: Physical Configuration

In the above diagram, VLAN 10 exists on all four switches and the connection ports between these
switches are assigned to VLAN 10. The workstations can communicate with each other because the ports
to which they are connected are also assigned to VLAN 10. It is important to note that connection cables
do not have to connect to the same port on each switch. The key is that the port must belong to the same
VLAN on each switch. To carry multiple VLANS between switches across a single physical connection
cable, use the 802.1Q tagging feature (see “Using 802.1Q Tagging” on page 4-7).

The connection between Switch C and D is shown with a broken line because the ports that provide this
connection are in a blocking state. Spanning Tree is active by default on all switches, VLANs and ports.
The Spanning Tree algorithm determined that if all connections between switches were active, a network
loop would exist that could cause unnecessary broadcast traffic on the network. The path between Switch
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C and D was shut down to avoid such a loop. See Chapter 6, “Configuring Spanning Tree Parameters” for
information about how Spanning Tree configures network topologies that are loop free.

The following diagram shows the same bridging domain example as seen by the end user workstations.
Because traffic between these workstations is bridged across physical switch connections within the
VLAN 10 domain, the workstations are basically unaware that the switches even exist. Each workstation
believes that the others are all part of the same VLAN, even though they are physically connected to

different switches.

VLAN 10

138003 =
@II' 138.0.0.4
L1

138.0.0.5

138.0.0.2

VLAN Bridging Domain: Logical View

Creating a VLAN bridging domain across multiple switches allows VLAN members to communicate with
each other, even if they are not connected to the same physical switch. This is how a logical grouping of
users can traverse a physical network setup without routing and is one of the many benefits of using

VLANS.
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Verifying the VLAN Configuration

To display information about the VLAN configuration for a single switch use the show commands listed

below:

show vlan Displays a list of all VLANSs configured on the switch and the status of
related VLAN properties (for example, admin and Spanning Tree status
and router port definitions).

show vlan members Displays a list of VLAN port assignments.

show ip interface Displays VLAN IP router interface information.

Understanding Port Output

Each line of the show vlan members output display corresponds to a single VLAN port association
(VPA). In addition to showing the VLAN ID and slot/port number, the VPA type and current status of
each association are also provided.

The VPA type indicates that one of the following methods was used to create the VPA:

Type Description

default The port was statically assigned to the VLAN using the vlan members
untagged command. The VLAN is now the port’s configured default
VLAN.

gtagged The port was statically assigned to the VLAN using the vlan members
tagged command. The VLAN is a static secondary VLAN for the 802.1Q
tagged port.

mirror The port is assigned to the VLAN because it is configured to mirror another

port that is assigned to the same VLAN. For more information about the
Port Mirroring feature, see Chapter 29, “Diagnosing Switch Problems.”

The VPA status indicates one of the following:

Status Description

inactive Port is not active (administratively disabled, down, or nothing connected to
the port) for the VPA.

blocking Port is active, but not forwarding traffic for the VPA.

forwarding Port is forwarding all traffic for the VPA.

filtering Mobile port traffic is filtered for the VPA; only traffic received on the port

that matches VLAN rules is forwarded. Occurs when a mobile port’s VLAN
is administratively disabled or the port’s default VLAN status is disabled.
Does not apply to fixed ports.

The following example displays VPA information for all ports in VLAN 200:
-> show vlan 200 members

type status

3/24 default inactive
5/12 qtagged blocking
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The above example output provides the following information:
¢ VLAN 200 is the configured default VLAN for port 3/24, which is currently not active.

e VLAN 200 is an 802.1Q-tagged VLAN for port 5/12, which is an active port but currently blocked
from forwarding traffic.

For more information about the resulting displays from these commands, see the OmniSwitch CLI Refer-
ence Guide.
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5 Configuring High
Availability VLANSs

High availability (HA) VLANS, unlike standard VLANS, allow you to send traffic intended for a single
destination MAC address to multiple switch ports. These high availability VLANSs can be used to manage
server clusters.

In This Chapter

This chapter describes the basic components of high availability VLANSs and how to configure them
through the Command Line Interface (CLI). CLI commands are used in the configuration examples; for
more details about the syntax of commands, see the OmniSwitch CLI Reference Guide.

Configuration procedures described in this chapter include:

e Creating a VLAN on page 5-6.

e Adding and Removing Server Cluster Ports to a HA VLAN on page 5-7.
e Assigning and Modifying Server Cluster Mode on page 5-7.

e Assigning and Removing MAC addresses to a HA VLAN on page 5-8.

Note. You can also configure and monitor high availability VLANs with WebView, Alcatel-Lucent’s
embedded web-based device management application. WebView is an interactive and easy-to-use GUI
that can be launched from OmniVista or a web browser. Please refer to WebView’s online documentation
for more information on configuring and monitoring high availability VLANs with WebView.
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High Availability VLANs Specifications

The table below lists specifications for high availability VLAN software.

Platforms Supported OmniSwitch 10K, 6900
Maximum high availability VLANS per switch 32

Switch ports eligible for high availability VLAN  Fixed ports on second-generation Network Interface

assignment. (NI) modules.

Switch port not eligible for high availability Mirroring ports.

VLAN assignment.

CLI Command Prefix Recognition All high availability VLAN configuration commands
with the high availability VLAN prefix support prefix
recognition.

See the “Using the CLI” chapter in the OmniSwitch
AOS Release 7 Switch Management Guide for more
information.

High Availability Default Values

The table below lists default values for high availability VLAN software.

Parameter Description Command Default Value/Comments

Server cluster admin state of the server-cluster admin-state - enable

server cluster

Server cluster id and mode server-cluster mode - L2

Mac address of the server cluster server-cluster mac-address None

IP address of the server cluster server-cluster ip IP address is configurable only
for L3 clusters.

Configure the port/linkagg of a server-cluster port None

server cluster server-cluster linkagg
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Quick Steps for Creating High Availability VLANs

Follow the steps below for a quick tutorial on configuring high availability (HA) VLANSs. Additional
information on how to configure each command is given in the sections that follow.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 1 name 12_cluster mode 12
2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 10

3 Assign member ports to the new default VLAN with the vlan members untagged command as shown
below:

-> vlan 10 members port 1/3 untagged
-> vlan 10 members port 1/4 untagged
-> vlan 10 members port 1/5 untagged

4 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 1 vlan 10 port 1/3-5 mac-address 01:00:11:22:33:44

Note. Optional. You can display the configuration of high availability VLANs with the show server-clus-
ter command. For example:

-> show server-cluster 1

Cluster Id o1,

Cluster Name : L2-cluster,

Cluster Mode o L2,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan - 12,

Administrative State: Enabled,

Operational State : Disabled,

Operational Flag : VPA is not forwarding

An example of what these commands look like entered sequentially on the command line:

-> server-cluster 1 mode L2

-> vlan 10

-> vlan 10 members port 1/3 untagged

-> vlan 10 members port 1/4 untagged

-> vlan 10 members port 1/5 untagged

-> server-cluster 1 vlan 10 port 1/3-5 mac-address 01:00:11:22:33:44
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High Availability VLAN Overview

High availability (HA) VLANSs send traffic intended for a single destination MAC address to multiple
switch ports. An HA VLAN is configured by creating a standard VLAN and then assigning ports to the
VLAN. Once these types of ports are assigned, the standard VLAN automatically becomes an HA VLAN.
When this occurs, standard VLAN commands no longer apply.

Destination MAC addresses (unicast and multicast) are also assigned to high availability VLANSs. These
addresses identify ingress port traffic that the switch will send out on all egress ports that belong to the
same VLAN

In addition to assigning ingress and egress ports, tagging inter-switch link ports with an HA VLAN ID is
allowed. Ingress port traffic destined for an HA VLAN MAC address is sent out on all egress and inter-
switch link ports that belong to the same VLAN. Traffic forwarded on inter-switch link ports is done so in
accordance with the Spanning Tree state of the port.

A high availability VLAN hosts multiple instances of applications like e-commerce applications, critical
databases, business applications etc and supports redundancy. Each instance may get all the service
requests and based on a shared algorithm, HA VLAN decides on which requests a particular node has to
handle. Apart from service request paths, the nodes are internally connected to share information related to
the service load information, service request data and service availability on other nodes.

The HA VLAN feature on the OmniSwitch provides an elegant and flexible way to connect the server
cluster nodes directly to the ingress network. This involves multicasting the service requests on the config-
ured ports. The multicast criteria is configurable based on destination MAC and destination IP address.
Egress ports can be statically configured on a server cluster or they can be registered by IGMP reports.
The server cluster feature on the OmniSwitch multicast the incoming packets based on the server cluster
configuration on the ports associated with the server cluster.

High Avadilability VLAN Operational Mode

There are typically two modes of implementation of server clusters in HA VLAN.

e Layer 2 - The server cluster is attached to a L2 switch on which the frames destined to the cluster MAC
address are to be flooded on all interfaces. For more information see “Example 1: Layer 2 Server Clus-
ter” on page 5-9

e Layer 3 - The server cluster is attached to a L3 switch on which the frames destined to the server clus-
ter IP address are to be routed to the server cluster IP and then flooded on all interfaces. For more infor-
mation see “Example 2: Layer 3 Server Cluster” on page 5-11.

Note. The L2 mode is currently supported in AOS using the static mac-address command and L3 mode by
the static ARP command.
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Traffic Flows in High Availability VLAN
The figure below shows how ingress traffic is handled by high availability VLANS.

OmniSwiich

/ é MAC Address:

01:20:da:05:f5:2a
{ / MAC Address:
/. 00:95:20:05:f:4a
High
— Availability i
VLAN ]
- MAC Address:
N\ 00:95:20a:05:ff:4a
N
Ingress Egress
Ports Ports

Example of an L2 server cluster - Ingress to Egress Port Flow

In the above example, packets received on the ingress ports that are destined for the high availability

VLAN MAC address are sent out the egress ports that are members of the same VLAN. The MAC address
is virtual to the server cluster, individual servers may have different physical MAC address.Since all three
servers are connected to egress ports, they all receive the ingress port traffic. This provides a high level of
availability in that if one of the server connections goes down, the other connections still forward traffic to

one of the redundant servers.
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Configuring High Availability VLANs on a Switch

This section describes how to use the Command Line Interface (CLI) commands to configure high avail-
ability (HA) VLANSs on a switch. For a brief tutorial on configuring HA VLANSs, see “Quick Steps for
Creating High Availability VLANSs” on page 5-3.

When configuring HA VLANS, you must perform the following steps:

1 Create a VLAN. To create a VLAN use the vlan command, which is described in “Creating and
Deleting VLANS” on page 5-6.

2 Assign VLAN member ports. To assign member ports to the VLAN, use the vlan members
untagged command which is described in “Changing the Default VLAN Assignment for a Port” on
page 4-7

3 Create a server cluster and configure the mode. To create a server cluster and configure the cluster
mode, use the server-cluster command which is described in “Adding and Removing Server Cluster
Ports” on page 5-7

4 Assign MAC Addresses. To assign MAC addresses to the HA VLAN server cluster, use the server-
cluster mac-address command, which is described in *Assigning and Removing MAC Addresses” on
page 5-8.

Note. Use the show server-cluster command to verify the HA VLAN configuration on the switch. See
“Displaying High Availability VLAN Status” on page 5-16 for more information.

Creating and Deleting VLANSs

The following subsections describe how to create and delete a VLAN with the vlan command.

Note. This section provides only a basic description of creating and deleting VLANSs. For a complete
description of configuring and monitoring VLANS on a switch, please refer to Chapter 4, “Configuring
VLANS.”

Creating a VLAN

To create a new VLAN use the vlan command by entering vlan followed by the VLAN ID number. For
example, to create a VLAN with a VLAN ID number of 10 enter

-> vlan 10

You can also specify the administrative status and a name for the VLAN with the vlan command. For
example, to administratively enable (the default) a VLAN when you configure it enter vlian followed by
the VLAN ID number and enable.

For example, to create VLAN 10 and administratively enable it enter

-> vlan 10 enable

page 5-6 OmniSwitch AOS Release 7 Network Configuration Guide ~ February 2012



Configuring High Availability VLANs Configuring High Availability VLANs on a Switch

Deleting a VLAN

To delete a VLAN use the no form of the vlan command by entering no vlan followed by the VLAN’s ID
number. For example, to delete high availability VLAN 10 enter:

-> no vlan 10

Adding and Removing Server Cluster Ports

The following subsections describe how to assign to and remove ingress ports from a high availability
VLAN with the server-cluster port command.

Assigning Ports to a Server Cluster

To assign server cluster ports to a high availability VLAN use the server-cluster port/linkagg command.
For example, to assign port 1/21 to server cluster “1”, enter the commands as:

-> server-cluster 1 port 1/21
To assign linkagg “1” to server cluster “3’, enter the commands as:

-> server-cluster 3 linkagg 1

Removing Ports from a Server Cluster

To remove server cluster ports from a high availability VLAN use the no form of server-cluster port/
linkagg command. For example,

-> no server-cluster 1 port 1/21
-> no server-cluster 3 linkagg 1

Assigning and Modifying Server Cluster Mode

The following subsections describe how to assign to and remove egress ports from a high availability
VLAN with the server-cluster command.

Assigning L2 Mode to a Server Cluster

To assign L2 mode to a high availability VLAN use the server-cluster id command. For example, to
assign “L2” mode to the server cluster “1”, enter the command as:

-> server-cluster 1 mode 12
If you want a name to be assigned along with the cluster mode, enter the commands as:

-> server-cluster 1 name 12_cluster mode 12

Assigning L3 Mode to a Server Cluster

A cluster can be assigned an IP address and an ARP entry mac-address. Each cluster should have a unique
IP-address. IP address is configurable only for L3 clusters.

To assign L3 mode to a high availability VLAN use the server-cluster id command. For example, to
assign “L.3” mode to the server cluster “2”, enter the command as:

-> server-cluster 2 mode 13
-> server-cluster 5 port all
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To assign L3 mode to linkaggs, enter the commands as:

-> server-cluster 3 linkagg 1
-> server-cluster 4 linkagg 1-3

To remove server cluster from a high availability VLAN, use the no form of the command. For example,

-> no server-cluster 1
-> no server-cluster 2

Assigning and Removing MAC Addresses

The following subsections describe how to assign and remove MAC addresses from a high availability
VLAN with the server-cluster mac-address command. Traffic that is received on ingress ports that
contains a destination MAC address that matches the high availability VLAN address is sent out all egress
ports that belong to the high availability VLAN.

Assigning MAC Addresses

To assign a MAC address to a high availability VLAN, use the server-cluster mac-address command by
entering server-cluster mac-address, followed by the VLAN’s ID number, mac, and the MAC address.
Note that both unicast and multicast addresses are supported.

For example, to assign the MAC address 00:25:9a:5¢:2f:10 to high availability VLAN 20 you would enter:
-> server-cluster mac-address vlan 20 mac 00:25:9a:5c:2f:10

To add more than one MAC address to a high availability VLAN, enter each address on the same
command line separated by a space. For example, to assign MAC addresses 00:25:9a:5c:2f:11,
00:25:9a:5¢:12, and 01:00:00:3f:4c¢:10, to high availability VLAN 30, you would enter:

-> server-cluster mac-address vlan 30 mac 00:25:9a:5c:2f:11 00:25:9a:5c:12
01:00:00:3f:4c:10.

Removing MAC Addresses

To remove a MAC address associated with a high availability VLAN, use the no form of the server-clus-
ter mac-address command. For example, the following command removes MAC address
00:25:9a:5¢:2f:10 from VLAN 20:

-> no server-cluster mac-address vlan 20 no mac 00:25:9a:5c:2f:10

To remove more than one MAC address from a high availability VLAN using a single command, enter
each address on the same command line separated by a space. For example, to remove MAC addresses
00:25:9a:5¢:2f:11, 00:25:9a:5¢:12, and 01:00:00:3f:4c:10, from high availability VLAN 30, you would
enter:

-> server-cluster mac-address vlan 30 no mac 00:25:9a:5c¢:2f:11 00:25:9a:5¢:12
01:00:00:3f:4c:10.

Note. Removing the last MAC address from an HA VLAN is not allowed. Deleting the VLAN is required
when there is only one MAC address left.
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Application Examples

This section contains the following HAVLAN application examples:
e “Example 1: Layer 2 Server Cluster” on page 5-9.
e “Example 2: Layer 3 Server Cluster” on page 5-11.

e “Example 3: Layer 3 Server Cluster with IP Multicast Address to Cluster (IGMP)” on page 5-13.

Example 1: Layer 2 Server Cluster

In the following example, the MAC address can be unicast or L2 multicast or IP multicast.

L2 Cluster with
Yirtual Cluster
MALC Address

e
Cluster Ports E
[(Egress Porls
Server 1
Switch
A\ — YLAM 10 1
5 1/5

Server 2
1/1 1/2
=
YLAN 10 — E""
Server 3
Host 1 Host 2

Switch connected to an L2 server cluster through 3 ports (1/3, 1/4, 1/5)

e A server cluster can be configured with a unique MAC address and a VLAN with a port list

e The traffic which ingresses on 1/1 or 1/2 destined to the server cluster MAC address and the VLAN is
forwarded to all the egress ports configured.(1/3,1/4,1/5).

e Here the ingress ports must be in the same VLAN as the server cluster VLAN and egress ports and
other traffic must be switched according to the normal switching logic.

Configuration Example
In this example, a packet can be an L2 or IP switched packet and Egress port can also be a linkagg port.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 1 mode 12
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2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 10

3 Assign member ports to the new default VLAN with the vlan members untagged command as shown
below:

-> vlan 10 members port 1/3 untagged
-> vlan 10 members port 1/4 untagged
-> vlan 10 members port 1/5 untagged

4 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 1 vlan 10 port mac-address 01:00:11:22:33:44

Note. Optional. You can display the configuration of high availability VLANSs with the show server-clus-
ter command. For example:
-> show server-cluster 1

Cluster Id o1,

Cluster Name : L2-cluster,

Cluster Mode o L2,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan 112,

Administrative State: Enabled,

Operational State : Disabled,

Operational Flag : VPA is not forwarding

An example of what these commands look like entered sequentially on the command line:

-> server-cluster 1 mode L2

-> vlan 10

-> vlan 10 members port 1/3 untagged

-> vlan 10 members port 1/4 untagged

-> vlan 10 members port 1/5 untagged

-> server-cluster 1 vlan 10 port 1/3-5 mac-address 01:00:11:22:33:44
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Example 2: Layer 3 Server Cluster

In this example, A server cluster is configured with a unique IP address and a static ARP entry (cluster
MAC) and a port list. Here, the server cluster IP address must be a unicast address.

L3 Cluster with
Yirtual Cluster
MAC Address

T
IP interface created on
YLAN 12 for cluster IP
Server 1
Switch
YLAN 12
.................................. |
1/ Server 2
—————
IP interface IP interface T~
YLAM 10 viam 11
Server 3
Host 1 Host 2

Switch connected to an L3 server cluster through 3 ports (1/3,1/4,1/5)

¢ The traffic which ingresses on 1/1 or 1/2 destined to the server cluster IP is routed to all the egress
ports configured (1/3,1/4,1/5). The ingress ports are on a different VLAN as the server cluster IP inter-
face.

e However, all the egress ports need to be in the same VLAN as the IP interface of server cluster. The
other traffic must be switched according to the normal switching/routing logic.

e Egress port can be a linkagg port as well.

Configuration Example
In this example, a packet is an L3 or IP switched packet.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 2 mode L3
2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 12

3 Assign member ports to the new default VLAN with the vlan members untagged command as shown
below:
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-> vlan 12 members port 1/3 untagged
-> vlan 12 members port 1/4 untagged
-> vlan 12 members port 1/5 untagged

4 Assign an IP address for the by using the ip interface command. For example:

-> ip interface "vlan 12"
-> ip interface '"vlan 12" address 10.135.33.13/24 vlan 12

5 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 2 ip 10.135.33.12 mac-address static 01:00:5e:22:33:44

Note. Optional. You can display the configuration of high availability VLANs with the show server-clus-
ter command. For example:

-> show server-cluster 2

Cluster Id > 2,

Cluster Name : L3-cluster,
Cluster Mode o L3,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan - 12,
Administrative State: Enabled,
Operational State : Enabled,

Operational Flag -

An example of what these commands look like entered sequentially on the command line:

-> server-cluster 2 mode L3

-> vlan 12

-> vlan 12 members port 1/3 tagged

-> vlan 12 members port 1/4 tagged

-> vlan 12 members port 1/5 tagged

-> ip interface "vlan 12"

-> ip interface "vlan 12" address 10.135.33.13/24 vlan 12

-> server-cluster 2 ip 10.135.33.12 mac-address static 01:00:5e:22:33:44
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Example 3: Layer 3 Server Cluster with IP Multicast Address to
Cluster (IGMP)

This example shows that a server cluster can be configured with a unique IP address and a IP multicast
address. For this scenario, the server cluster IP address needs to be a unicast address and the MAC address
(ARP entry) can be unicast or L2 multicast or IP multicast. The MAC address must be configured through
CLI ARP resolution to a server cluster MAC, and must be configured before actual routing

L3 Cluster with
Yirtual Cluster IP and
MALC Address

IP interface created on ——
YLAN 12 for cluster IP ;E”P ;"2
IGMP Snooping enabled Eports
on YLAN 12
Server 1
Switch .
YLAN 12 IGMP Y2
I Reports
— - |
1/ Server 2
1/1 1,2
————
IP interface IP interfFace [~ IGMP ¥Z
YLAM 10 vLAMN 11 Reports
Server 3
Host 1 Host 2

Switch connected to an L3 server cluster (IGMP) through 3 ports (1/3,1/4,1/5)

e There is no provision for port list configuration and Ports are derived dynamically using the IGMP
snooping of the reports from the server cluster (IGMP v2 reports).

e The traffic which ingresses on 1/1 or 1/2 destined to the server cluster IP is routed to all the ports
which are members of the IP multicast group of the server cluster.

e The ingress ports is on a different VLAN as the server cluster IP interface. Join and Leave messaged

keep updating the egress port list. However all the egress ports need to be in the same VLAN as the IP
interface of server cluster.

¢ The other traffic is switched according to the normal switching/routing logic.

e [Egress port can be a linkagg port as well.

Note. When a server cluster tries to send a bridged or routed packet to itself, a copy of the packet goes
back to the sender’s (server cluster) port.

OmniSwitch AOS Release 7 Network Configuration Guide ~ February 2012 page 5-13



Application Examples Configuring High Availability VLANs

Configuration Example
In this example, a packet is an L3 IP switched packet and Egress port can also be a linkagg port.

1 Create a server cluster that will become the HA VLAN by using the command server-cluster and
configure the mode. For example:

-> server-cluster 3 mode L3
2 Create a default VLAN for the HA VLAN ports with the vlan command as shown below:
-> vlan 12

3 Assign member ports to the new default VLAN with the vlan members untagged command as shown
below:

-> vlan 12 members port 1/3 untagged
-> vlan 12 members port 1/4 untagged
-> vlan 12 members port 1/5 untagged

4 Assign mac-address for the new server cluster by using the command server-cluster mac-address. For
example:

-> server-cluster 3 ip 10.135.33.12 mac-address static 01:00:11:22:33:44
5 If you want to assign a dynamic mac-address for the server cluster, enter the command as follows:
-> server-cluster 3 ip 10.135.33.12 mac-address dynamic

6 Enable the admin state of the IP multicast by using the ip multicast admin-state enable command. IP
multicast admin state should be enabled for the IGMP reports to be processed., else the cluster will be
operationally down.

-> ip multicast admin-state enable
-> server-cluster 3 igmp-mode enable
-> server-cluster 3 ip-multicast 225.0.0.23

When IGMP mode is enabled for the server cluster, all static ports will be reset in igmp mode.

Note. Optional. You can display the configuration of high availability VLANs with the show server-clus-

ter command. For example:
-> show server-cluster 3

Cluster Id 3,

Cluster Name I -,

Cluster Mode - L3,

Cluster IP - 10.135.33.12,
Cluster Mac-Address : 01:00:11:22:33:44,
Cluster Mac Type . Static,
1GMP-Mode : Enabled,
Cluster Multicast IP : 225.0.0.23,
Administrative State : Enabled,
Operational State : Disabled,
Operational Flag = No IGMP members
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An example of what these commands look like entered sequentially on the command line:

-> server-cluster 3 mode L3

-> vlan 12

-> vlan 12 members port 1/3 untagged

-> vlan 12 members port 1/4 untagged

-> vlan 12 members port 1/5 untagged

-> server-cluster 3 ip 10.135.33.12 mac-address static 01:00:11:22:33:44
-> ip multicast admin-state enable

-> server-cluster 3 igmp-mode enable

-> server-cluster 3 ip-multicast 225.0.0.23

Note. In order to process IGMP reports, it is required to enable IP mulitcast by using the ip multicast
admin-state enable command.
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Displaying High Availability VLAN Status

You can use CLI show commands to display the current configuration and statistics of high availability
VLANSs on a switch. These commands include the following:
show server-cluster Displays the server clusters configured in the system.

show vlan Displays a list of all VLANS configured on the switch and the status of
related VLAN properties (e.g., admin and Spanning Tree status and
router port definitions).

show vlan members Displays a list of VLAN port assignments.

To display the status and configuration of high availability VLANSs you use the show server-cluster
command. To display the status and configuration of all high availability VLANS on a switch enter:

-> show server-cluster

A screen similar to the following will be displayed:
-> show server-cluster
Legend: * = not valid

Cluster Mode VIlan Mac Address Ip Address IGMP Address Name
————————— PRy S
* 10 L2 100 01:10:11:22:33:44 - - clusterl
11 L2 100 01:10:11:22:33:44 - - cluster2
12 L2 100 01:10:11:22:33:44 - - -
13 L3 - 01:12:11:22:33:44 10.135.33.203 - -
* 14 L3 - 01:12:11:22:33:45 10.135.33.203 - -
15 L3 - 01:00:5e:00:00:44 10.135.33.203 225.0.1.2 cluster-igmp

To display the status and configuration of a single high availability VLAN cluster enter show server-clus-
ter followed by the server cluster ID number. For example, to display the status and configuration of high
availability server cluster id “1”enter

-> show server-cluster 1

A screen similar to the following will be displayed:
-> show server-cluster 1

Cluster Id o1,

Cluster Name : L2-cluster,

Cluster Mode : L2,

Cluster Mac-address : 01:10:11:22:33:44,
Cluster Vlan - 12,

Administrative State: Enabled,

Operational State : Disabled,

Operational Flag : VPA is not forwarding

Note. For more information on the CLI commands, See the OmniSwitch CLI Reference Guide.
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6 Configuring Spanning Tree
Parameters

The Spanning Tree Algorithm and Protocol (STP) is a self-configuring algorithm that maintains a
loop-free topology on a network. STP helps to provide data path redundancy and network scalability. The
Alcatel-Lucent STP implementation, based on the IEEE 802.1D standard, distributes the Spanning Tree
load between the primary management module and the network interface modules. This functionality
improves network robustness by providing a Spanning Tree that continues to respond to BPDUs (Bridge
Protocol Data Unit) and port link up and down states in the event of a fail over to a backup management
module or switch.

Alcatel-Lucent’s distributed implementation also incorporates the following Spanning Tree features:

e Configures a physical topology into a single Spanning Tree to ensure that there is only one data path
between any two switches.

e Supports fault tolerance within the network topology. The Spanning Tree is reconfigured in the event
of a data path or bridge failure or when a new switch is added to the topology.

e Supports two Spanning Tree operating modes: flat (single STP instance per switch) and per-VLAN
(single STP instance per VLAN). The per-VLAN mode can be configured to interoperate with the
proprietary Per-Vlan Spanning Tree (PVST+) feature of Cisco.

e Supports three Spanning Tree Algorithms; 802.1D (STP), 802.1w (RSTP), and 802.1Q 2005 (MSTP).

e Allows 802.1Q tagged ports and link aggregate logical ports to participate in the calculation of the STP
topology.

The Distributed Spanning Tree software is active on all switches by default. As a result, a loop-free
network topology is automatically calculated based on default Spanning Tree bridge, VLAN, and port
parameter values. It is only necessary to configure the Spanning Tree parameters to change how the topol-
ogy is calculated and maintained.
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In This Chapter

This chapter provides an overview about how Spanning Tree works and how to configure Spanning Tree
parameters through the Command Line Interface (CLI). CLI commands are used in the configuration
examples; for more details about the syntax of commands, see the OmniSwitch CLI Reference Guide.

Configuration procedures described in this chapter include:

e Selecting the Spanning Tree operating mode (flat or per-VLAN) on page 6-20.
e Configuring Spanning Tree bridge parameters on page 6-25.

e Configuring Spanning Tree port parameters on page 6-33.

e Configuring an example Spanning Tree topology on page 6-44.
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Spanning Tree Specifications

Spanning Tree Specifications

Platforms Supported

OmniSwitch 10K, 6900

IEEE Standards supported

802.1d—Media Access Control (MAC) Bridges
802.1s—Multiple Spanning Trees
802.1w—~Rapid Spanning Tree Protocol

Spanning Tree operating modes supported

Flat mode—one spanning tree instance per switch
Per-VLAN mode—one spanning tree instance per VLAN

Spanning Tree port eligibility

Fixed ports
802.1Q tagged ports
Link aggregate of ports

Maximum VLAN Spanning Tree instances
per switch.

128 (per-VLAN mode)

Maximum flat mode Multiple Spanning
Tree Instances (MSTI) per switch

16 MSTI, in addition to the Common and Internal Spanning
Tree instance (also referred to as MSTI 0).
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Spanning Tree Bridge Parameter Defaults

Parameter Description

Command

Default

Spanning Tree operating mode

spantree mode

Per-VLAN (a separate Spanning
Tree instance for each VLAN)

PVST+ status

spantree pvst+compatibility

Disabled

Spanning Tree status for a
VLAN instance

spantree vlan admin-state

Enabled

Spanning Tree protocol

spantree protocol

RSTP (802.1w)

BPDU switching status spantree bpdu-switching Disabled
Priority value for the Spanning  spantree priority 32768
Tree instance

Hello time interval between each spantree hello-time 2 seconds
BPDU transmission

Maximum aging time allowed  spantree max-age 20 seconds
for Spanning Tree information

learned from the network

Spanning Tree port state transi-  spantree forward-delay 15 seconds

tion time

Path cost mode

spantree path-cost-mode

Auto (16-bit in per-VLAN mode
and STP or RSTP flat mode, 32-
bit in MSTP flat mode)

Automatic VLAN Containment

spantree auto-vlan-containment

Disabled

Spanning Tree Port Parameter Defaults

Parameter Description Command Default
Status for a specific VLAN instance spantree vlan Enabled
Path cost for a specific VLAN instance  spantree vlan path-cost 0

Port state management mode

spantree cist mode
spantree vlan mode

Dynamic (Spanning Tree
Algorithm determines port
state)

Port priority value

spantree priority

7

Port connection type for a specific

VLAN instance

spantree vlan connection

auto point to point

Type of BPDU to be used on a port when

per vlan PVST+ mode is enabled

ity

spantree pvst+compatibil-

auto (IEEE BPDUs are used
until a PVST+ BPDU is
detected)
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Multiple Spanning Tree (MST) Region Defaults

Although the following parameter values are specific to MSTP, they are configurable regardless of which
mode (flat or per-VLAN) or protocol is active on the switch.

Parameter Description Command Default

The MST region name spantree mst region name  blank

The revision level for the MST region spantree mst region revi- 0
sion-level

The maximum number of hops autho- spantree mst region max- 20

rized for the region

hops

The number of Multiple Spanning Tree
Instances (MSTI)

spantree msti

0 (flat mode instance)

The VLAN to MSTI mapping

spantree msti vlian

All VLANSs are mapped to the
Common Internal Spanning
Tree (CIST) instance
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Spanning Tree Overview

Alcatel-Lucent switches support the use of the 802.1D Spanning Tree Algorithm and Protocol (STP), the
802.1w Rapid Spanning Tree Algorithm and Protocol (RSTP), and the 802.1Q 2005 Multiple Spanning
Tree Protocol (MSTP).

RSTP expedites topology changes by allowing blocked ports to transition directly into a forwarding state,
bypassing listening and learning states. This provides rapid reconfiguration of the Spanning Tree in the
event of a network path or device failure.

The 802.1w standard is an amendment to the 802.1D document, thus RSTP is based on STP. Regardless of
which one of these two protocols a switch or VLAN is running, it can successfully interoperate with other
switches or VLANS.

802.1Q 2005 is a new version of MSTP that combines the 802.1D 2004 and 802.1S protocols. This
implementation of 802.1Q 2005 also includes improvements to edge port configuration and provides
administrative control to restrict port role assignment and the propagation of topology change information
through bridge ports.

MSTP is an enhancement to the 802.1Q Common Spanning Tree (CST), which is provided when an
Alcatel-Lucent switch is running in the flat Spanning Tree operating mode. The flat mode applies a single
spanning tree instance across all VLAN port connections on a switch. MSTP allows the configuration of
Multiple Spanning Tree Instances (MSTIs) in addition to the CST instance. Each MSTI is mapped to a set
of VLANS. As aresult, the flat mode can now support the forwarding of VLAN traffic over separate data
paths.

This section provides a Spanning Tree overview based on RSTP operation and terminology. Although
MSTP is based on RSTP, see “MST General Overview” on page 6-12 for specific
information about configuring MSTP.

How the Spanning Tree Topology is Calculated

The tree consists of links and bridges that provide a single data path that spans the bridged network. At the
base of the tree is a root bridge. One bridge is elected by all the bridges participating in the network to
serve as the root of the tree. After the root bridge is identified, STP calculates the best path that leads from
each bridge back to the root and blocks any connections that would cause a network loop.

To determine the best path to the root, STP uses the path cost value, which is associated with every port on
each bridge in the network. This value is a configurable weighted measure that indicates the contribution
of the port connection to the entire path leading from the bridge to the root.

In addition, a root path cost value is associated with every bridge. This value is the sum of the path costs
for the port that receives frames on the best path to the root (this value is zero for the root bridge). The
bridge with the lowest root path cost becomes the designated bridge for the LAN, as it provides the
shortest path to the root for all bridges connected to the LAN.

During the process of calculating the Spanning Tree topology, each port on every bridge is assigned a port
role based on how the port and/or its bridge participates in the active Spanning Tree topology.
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The following table provides a list of port role types and the port and/or bridge properties that the
Spanning Tree Algorithm examines to determine which role to assign to the port.

Role

Port/Bridge Properties

Root Port

Port connection that provides the shortest path (lowest path cost value) to the
root. The root bridge does not have a root port.

Designated Port

The designated bridge provides the LAN with the shortest path to the root. The
designated port connects the LAN to this bridge.

Backup Port

Any operational port on the designated bridge that is not a root or designated
port. Provides a backup connection for the designated port. A backup port can
only exist when there are redundant designated port connections to the LAN.

Alternate Port

Any operational port that is not the root port for its bridge and its bridge is not
the designated bridge for the LAN. An alternate port offers an alternate path to
the root bridge if the root port on its own bridge goes down.

Disabled Port

Port is not operational. If an active connection does come up on the port, it is
assigned an appropriate role.

Note. The distinction between a backup port and an alternate port was introduced with the IEEE 802.1w
standard to help define rapid transition of an alternate port to a root port.

The role a port plays or can potentially play in the active Spanning Tree topology determines the port
operating state; discarding, learning, or forwarding. The port state is also configurable and it is

possible to enable or disable the administrative status of port and/or specify a forwarding or blocking state
that is only changed through user intervention.

The Spanning Tree Algorithm only includes ports in its calculations that are operational (link is up) and
have an enabled administrative status. The following table compares and defines 802.1D and 802.1w port
states and their associated port roles:

STP Port State  RSTP Port State  Port State Definition Port Role
Disabled Discarding Port is down or administratively disabled Disabled
and is not included in the topology.
Blocking Discarding Frames are dropped, nothing is learned or ~ Alternate, Backup
forwarded on the port. Port is temporarily
excluded from topology.
Learning Learning Port is learning MAC addresses that are seen Root, Designated
on the port and adding them to the bridge
forwarding table, but not transmitting any
data. Port is included in the active topology.
Forwarding Forwarding Port is transmitting and receiving data and is Root, Designated

included in the active topology.
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Once the Spanning Tree is calculated, there is only one root bridge, one designated bridge for each LAN,
and one root port on each bridge (except for the root bridge). Data travels back and forth between bridges
over forwarding port connections that form the best, non-redundant path to the root. The active topology

ensures that network loops do not exist.

Bridge Protocol Data Units (BPDU)

Switches send layer 2 frames, referred to as Configuration Bridge Protocol Data Units (BPDU), to relay
information to other switches. The information in these BPDU is used to calculate and reconfigure the
Spanning Tree topology. A Configuration BPDU contains the following information that pertains to the
bridge transmitting the BPDU:

Root ID The Bridge ID for the bridge that this bridge believes is the root.
Root Path Cost The sum of the Path Costs that lead from the root bridge to this bridge port.

The Path Cost is a configurable parameter value. The IEEE 802.1D standard specifies a
default value that is based on port speed. See “Configuring Port Path Cost” on
page 6-37 for more information.

Bridge ID An eight-byte hex value that identifies this bridge within the Spanning Tree. The first
two bytes contain a configurable priority value and the remaining six bytes contain a
bridge MAC address. See “Configuring the Bridge Priority” on page 6-27 for more
information.

Each switch chassis is assigned a dedicated base MAC address. This is the MAC
address that is combined with the priority value to provide a unique Bridge ID for the
switch. For more information about the base MAC address, see the appropriate Hard-
ware Users Guide for the switch.

Port ID A 16-bit hex value that identifies the bridge port that transmitted this BPDU. The first 4
bits contain a configurable priority value and the remaining 12 bits contain the physical
switch port number. See “Configuring Port Priority” on page 6-36 for more
information.

The sending and receiving of Configuration BPDU between switches participating in the bridged network
constitute the root bridge election; the best path to the root is determined and then advertised to the rest of
the network. BPDU provide enough information for the STP software running on each switch to
determine the following:

e Which bridge serves as the root bridge.

¢ The shortest path between each bridge and the root bridge.
e Which bridge serves as the designated bridge for the LAN.
e Which port on each bridge serves as the root port.

e The port state (forwarding or discarding) for each bridge port based on the role the port plays in the
active Spanning Tree topology.

The following events trigger the transmitting and/or processing of BPDU in order to discover and
maintain the Spanning Tree topology:

¢ When a bridge first comes up, it assumes it is the root and starts transmitting Configuration BPDU on
all its active ports advertising its own bridge ID as the root bridge ID.
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e When a bridge receives BPDU on its root port that contains more attractive information (higher
priority parameters and/or lower path costs), it forwards this information on to other LANSs to which it
is connected for consideration.

e When a bridge receives BPDU on its designated port that contains information that is less attractive
(lower priority values and/or higher path costs), it forwards its own information to other LANS to
which it is connected for consideration.

STP evaluates BPDU parameter values to select the best BPDU based on the following order of
precedence:

1 The lowest root bridge ID (lowest priority value, then lowest MAC address).

2 The best root path cost.

3 If root path costs are equal, the bridge 1D of the bridge sending the BPDU.

4 If the previous three values tie, then the port ID (lowest priority value, then lowest port number).

When a topology change occurs, such as when a link goes down or a switch is added to the network, the
affected bridge sends Topology Change Notification (TCN) BPDU to the designated bridge for its LAN.
The designated bridge then forwards the TCN to the root bridge. The root then sends out a Configuration
BPDU and sets a Topology Change (TC) flag within the BPDU to notify other bridges that there is a
change in the configuration information. Once this change is propagated throughout the Spanning Tree
network, the root stops sending BPDU with the TC flag set and the Spanning Tree returns to an active,
stable topology.

Note. You can restrict the propagation of TCNs on a port. To restrict TCN propagation on a port, see
“Configuring STP Port Parameters” on page 6-33.
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Topology Examples

The following diagram shows an example of a physical network topology that incorporates data path
redundancy to ensure fault tolerance. These redundant paths, however, create loops in the network
configuration. If a device connected to Switch A sends broadcast packets, Switch A floods the packets out
all of its active ports. The switches connected to Switch A in turn floods the broadcast packets out their
active ports, and Switch A eventually receives the same packets back and the cycle starts over again. This
causes severe congestion on the network, often referred to as a broadcast storm.

Switch D Switch C

Switch A

Physical Topology Example

The Spanning Tree Algorithm prevents network loops by ensuring that there is always only one active link
between any two switches. This is done by transitioning one of the redundant links into a blocking state,
leaving only one link actively forwarding traffic. If the active link goes down, then the Spanning Tree
transitions one of the blocked links to the forwarding state to take over for the downed link. If a new
switch is added to the network, the Spanning Tree topology is automatically recalculated to include the
monitoring of links to the new switch.
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The following diagram shows the logical connectivity of the same physical topology as determined by the
Spanning Tree Algorithm:

Switch D Switch C
(Root Bridge)
2/3  PC=4 318
Bridge ID r— Bridge ID
10, 00:00:00:00:00:01 0 — — — — = 13, 00:00:00:00:00:04
e 22 PC=19 39
21
PC=19
2/10
Bridge ID PC=19 Bridge ID
11, 00:00:00:00:00:02 = 12, 00:00:00:00:00:03
)| | (r———)
2/9 3n
Switch A
(Designated Bridge)
Forwarding _— Root Port 0
Blocking = = —m = — - Designated Port @

Path Cost PC

Active Spanning Tree Topology Example

In the above active Spanning Tree topology example, the following configuration decisions were made as
a result of calculations performed by the Spanning Tree Algorithm:

Switch D is the root bridge because its bridge ID has a priority value of 10 (the lower the priority
value, the higher the priority the bridge has in the Spanning Tree). If all four switches had the same
priority, then the switch with the lowest MAC address in its bridge ID would become the root.

Switch A is the designated bridge for Switch B, because it provides the best path for Switch B to the
root bridge.

Port 2/9 on Switch A is a designated port, because it connects the LAN from Switch B to Switch A.

All ports on Switch D are designated ports, because Switch D is the root and each port connects to a
LAN.

Ports 2/10, 3/1, and 3/8 are the root ports for Switches A, B, and C, respectively, because they offer the
shortest path towards the root bridge.

The port 3/9 connection on Switch C to port 2/2 on Switch D is in a discarding (blocking) state, as the
connection these ports provides is redundant (backup) and has a higher path cost value than the 2/3 to
3/8 connection between the same two switches. As a result, a network loop is avoided.

The port 3/2 connection on Switch B to port 3/10 on Switch C is also in a discarding (blocking) state,
as the connection these ports provides has a higher path cost to root Switch D than the path between
Switch B and Switch A. As a result, a network loop is avoided.
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MST General Overview

The Multiple Spanning Tree (MST) feature allows for the mapping of one or more VLANS to a single
Spanning Tree instance, referred to as a Multiple Spanning Tree Instance (MSTI), when the switch is
running in the flat Spanning Tree mode. MST uses the Multiple Spanning Tree Algorithm and Protocol
(MSTP) to define the Spanning Tree path for each MSTI. In addition, MSTP provides the ability to group
switches into MST Regions. An MST Region appears as a single, flat Spanning Tree instance to switches
outside the region.

This section provides an overview of the MST feature that includes the following topics:
e “How MSTP Works” on page 6-12.

e “Comparing MSTP with STP and RSTP” on page 6-15.

e “What is a Multiple Spanning Tree Instance (MSTI)” on page 6-15.

e “What is a Multiple Spanning Tree Region” on page 6-16.

e “What is the Internal Spanning Tree (IST) Instance” on page 6-17.

e “What is the Common and Internal Spanning Tree Instance” on page 6-17.

e “MST Configuration Overview” on page 6-17.

How MSTP Works

MSTP, as defined in the IEEE 802.1Q 2005 standard, is an enhancement to the IEEE 802.1Q Common
Spanning Tree (CST). The CST is a single spanning tree that uses 802.1D (STP) or 802.1w (RSTP) to
provide a loop-free network topology.

The Alcatel-Lucent flat spanning tree mode applies a single CST instance on a per switch basis. The
per-VLAN mode is an Alcatel-Lucent proprietary implementation that applies a single spanning tree
instance on a per VLAN basis. MSTP is only supported in the flat mode and allows for the configuration
of additional Spanning Tree instances instead of just the one CST.

On Alcatel-Lucent MSTP flat mode switches, the CST is represented by the Common and Internal Span-
ning Tree (CIST) instance 0 and exists on all switches. Up to 17 instances, including the CIST, are
supported. Each additional instance created is referred to as a Multiple Spanning Tree Instance (MSTI).
An MSTI represents a configurable association between a single Spanning Tree instance and a set of
VLANS.

Note. Although MSTP provides the ability to define MSTIs while running in the flat mode, port state and
role computations are automatically calculated by the CST algorithm across all MSTIs. However, it is
possible to configure the priority and/or path cost of a port for a particular MSTI so that a port remains in a
forwarding state for an MSTI instance, even if it is blocked as a result of automatic CST computations for
other instances.

The following diagrams help to further explain how MSTP works by comparing how port states are
determined on per-VLAN STP/RSTP mode, flat mode STP/RSTP, and flat mode MSTP switches.
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( VLAN 100 } 31 21 { VLAN 100 )

412 5/1

( VLAN 200) I ( VLAN 200 )
48 52

Per-VLAN Mode STP/RSTP

In the above per-VLAN mode example:
e Both switches are running in the per-VLAN mode (one Spanning Tree instance per VLAN).
e VLAN 100 and VLAN 200 are each associated with their own Spanning Tree instance.

e The connection between 3/1 and 2/1 is left in a forwarding state because it is part of the VLAN 100
Spanning Tree instance and is the only connection for that instance.

Note. If additional switches containing a VLAN 100 are connected to the switches in this diagram, then
the 3/1 to 2/1 port connection gets into blocking state. The port connection is converted to blocking state,
only if the VLAN 100 Spanning Tree instance determines it is required, to avoid a network loop.

¢ The connections between 4/8 and 5/2 and 4/2 and 5/1 are seen as redundant because they are both
controlled by the VLAN 200 Spanning Tree instance and connect to the same switches. The VLAN
200 Spanning Tree instance determines which connection provides the best data path and transitions
the other connection to a blocking state.

( VLAN 100 } 3 21 { VLAN 100 )

412 5/1

1
( VLAN 200 ) u ( VLAN 200 )
48 " 52

Flat Mode STP/RSTP (802.1D/802.1w)

In the above flat mode STP/RSTP example:

e Both switches are running in the flat mode. As a result, a single flat mode Spanning Tree instance
applies to the entire switch and compares port connections across VLANS to determine which
connection provides the best data path.

¢ The connection between 3/1 and 2/1 is left forwarding because the flat mode instance determined that
this connection provides the best data path between the two switches.

e The 4/8 to 5/2 connection and the 4/2 to 5/1 connection are considered redundant connections so they
are both blocked in favor of the 3/1 to 2/1 connection.
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A EL 21 (O A
( vLAN 100 ) { VLAN 100 )

CIST-0 — L CIST-0
(O |42 (A o)
( VLAN 150 ) i S { VLAN 150 )
{ VLAN 200 ) 4/8 I} 5/2 ( VLAN 200 )

MSTI-2 — L MSTI-2
{ VLAN 250 ) 2112 H 3/6 ( VLAN 250 )

In the above flat mode MSTP example:

Flat Mode MSTP

e Both switches are running in the flat mode and using MSTP.

¢ VLANS 100 and 150 are not associated with an MSTI. They are controlled by the default CIST

instance 0 that exists on every switch.

VLANS 200 and 250 are associated with MSTI 2 so their traffic can traverse a path different from that
determined by the CIST.

Ports are blocked the same way they were blocked in the flat mode STP/RSTP example; all port
connections are compared to each other across VLANS to determine which connection provides the
best path.

However, because VLANs 200 and 250 are associated to MSTI 2, it is possible to change the port path
cost for ports 2/12, 3/6, 4/8 and/or 5/2 so that they provide the best path for MSTI 2 VLANSs, but do not
carry CIST VLAN traffic or cause CIST ports to transition to a blocking state.

Another alternative is to assign all VLANSs to an MSTI, leaving no VLANSs controlled by the CIST. As
a result, the CIST BPDU contains only MSTI information.

See “Sample MSTI Configuration” on page 6-49 for more information about how to direct VLAN traffic
over separate data paths using MSTP.
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Comparing MSTP with STP and RSTP

Using MSTP has the following items in common with STP (802.1D) and RSTP (802.1w) protocols:

e Each protocol ensures one data path between any two switches within the network topology. This
prevents network loops from occurring while at the same time allowing for redundant path configura-
tion.

e Each protocol provides automatic reconfiguration of the network Spanning Tree topology in the event
of a connection failure and/or when a switch is added to or removed from the network.

e All three protocols are supported in the flat Spanning Tree operating mode.

¢ The flat mode CST instance automatically determines port states and roles across VLAN port and
MST]I associations. This is because the CST instance is active on all ports and only one BPDU is used
to forward information for all MSTIs.

e MSTP is based on RSTP.
Using MSTP differs from STP and RSTP as follows:

e MSTP is only supported when the switch is running in the flat Spanning Tree mode. STP and RSTP
are supported in both the per-VLAN and flat modes.

e MSTP allows for the configuration of up to 16 Multiple Spanning Tree Instances (MSTI) in addition to
the CST instance. Flat mode STP and RSTP protocols only use the single CST instance for the entire
switch. See “What is a Multiple Spanning Tree Instance (MSTI)” on page 6-15 for more information.

e MSTP applies a single Spanning Tree instance to an MSTI ID number that represents a set of VLANS;
a one to many association. STP and RSTP in the flat mode apply one Spanning Tree instance to all
VLANS; a one to all association. STP and RSTP in the per-VLAN mode apply a single Spanning Tree
instance to each existing VLAN; a one to one association.

e The port priority and path cost parameters are configurable for an individual MSTI that represents the
VLAN associated with the port.

¢ The flat mode 802.1D or 802.1w CST is identified as instance 1. When using MSTP, the CST is
identified as CIST (Common and Internal Spanning Tree) instance 0. See “What is the Common and
Internal Spanning Tree Instance” on page 6-17 for more information.

e MSTP allows the segmentation of switches within the network into MST regions. Each region is seen
as a single virtual bridge to the rest of the network, even though multiple switches can belong to the
one region. See “What is a Multiple Spanning Tree Region” on page 6-16 for more information.

e MSTP has lower overhead than a per-VLAN configuration. In per-VLAN mode, because each VLAN
is assigned a separate Spanning Tree instance, BPDUs are forwarded on the network for each VLAN.
MSTP only forwards one BPDU for the CST that contains information for all configured MSTI on the
switch.

What is a Multiple Spanning Tree Instance (MSTI)

An MSTI is a single Spanning Tree instance that represents a group of VLANSs. Alcatel-Lucent switches
support up to 16 MSTIs on one switch. This number is in addition to the Common and Internal Spanning
Tree (CIST) instance 0, which is also known as MSTI 0. The CIST instance exists on every switch. By
default, all VLANS not mapped to an MSTI are associated with the CIST instance. See “What is the
Common and Internal Spanning Tree Instance” on page 6-17 for more information.
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What is a Multiple Spanning Tree Region

A Multiple Spanning Tree region represents a group of MSTP switches. An MST region appears as a
single, flat mode instance to switches outside the region. A switch can belong to only one region at a time.
The region a switch belongs to is identified by the following configurable attributes, as defined by MSTP.

e Region name — An alphanumeric string up to 32 characters.
e Region revision level — A numerical value between 0 and 65535.

e VLAN to MSTI table — Generated when VLANS are associated with MSTIs. Identifies the VLAN to
MSTI mapping for the switch.

Switches that share the same values for the configuration attributes described above belong to the same
region. For example, in the diagram below:

e Switches A, B, and C all belong to the same region because they all are configured with the same
region name, revision level, and have the same VLANs mapped to the same MSTI.

e The CST for the entire network sees Switches A, B, and C as one virtual bridge that is running a single
Spanning Tree instance. As a result, CST blocks the path between Switch C and Switch E instead of
blocking a path between the MST region switches to avoid a network loop.

e The paths between Switch A and Switch C and the redundant path between Switch B and Switch C
were blocked as a result of the Internal Spanning Tree (IST) computations for the MST Region. See
“What is the Internal Spanning Tree (IST) Instance” on page 6-17 for more information.

a N
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CST
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e e e
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k MST Region / SST Switches (STP or RSTP)

In addition to the attributes described above, the MST maximum hops parameter defines the number of
bridges authorized to propagate MST BPDU information. In essence, this value defines the size of the
region in that once the maximum number of hops is reached, the BPDU is discarded.

The maximum number of hops for the region is not one of the attributes that defines membership in the
region. See “Sample MST Region Configuration” on page 6-47 for a tutorial on how to configure MST
region parameters.
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What is the Common Spanning Tree

The Common Spanning Tree (CST) is the overall network Spanning Tree topology resulting from STP,
RSTP, and/or MSTP calculations to provide a single data path through the network. CST provides
connectivity between MST regions and other MST regions and/or Single Spanning Tree (SST) switches.
For example, in the above diagram, CST calculations detected a network loop created by the connections
between Switch D, Switch E, and the MST Region. As a result, one of the paths was blocked.

What is the Internal Spanning Tree (IST) Instance

The IST instance determines and maintains the CST topology between MST switches that belong to the
same MST region. In other words, the IST is simply a CST that only applies to MST Region switches
while at the same time representing the region as a single Spanning Tree bridge to the network CST.

As shown in the above diagram, the redundant path between Switch B and Switch C is blocked and the
path between Switch A and Switch C is blocked. These blocking decisions were based on IST
computations within the MST region. IST sends and receives BPDU to/from the network CST. MSTI
within the region do not communicate with the network CST. As a result, the CST only sees the IST
BPDU and treats the MST region as a single Spanning Tree bridge.

What is the Common and Internal Spanning Tree Instance

The Common and Internal Spanning Tree (CIST) instance is the Spanning Tree calculated by the MST
region IST and the network CST. The CIST is represented by the single Spanning Tree flat mode instance
that is available on all switches. By default, all VLANSs are associated to the CIST until they are mapped
to an MSTI.

When using STP (802.1D) or RSTP (802.1w). When using MSTP, the CIST is also known as instance O or
MSTI 0.

Note. When MSTP is the active flat mode protocol, explicit Spanning Tree bridge commands are required
to configure parameter values. Implicit commands are for configuring parameters when the STP or RSTP
protocols are in use. See “Using Spanning Tree Configuration Commands” on page 6-25 for more
information.

MST Configuration Overview
The following general steps are required to set up a Multiple Spanning Tree (MST) configuration:

e Select the flat Spanning Tree mode — Each switch runs in the default mode. MSTP is only supported
on a flat mode switch. See “Spanning Tree Operating Modes” on page 6-20 for more information.

e Select the MSTP protocol — Each switch uses the default protocol. Selecting MSTP activates the
Multiple Spanning Tree. See “How MSTP Works” on page 6-12 for more information.

e Configure an MST region name and revision level — Switches that share the same MST region
name, revision level, and VLAN to Multiple Spanning Tree Instance (MSTI) mapping belong to the
same MST region. See “What is a Multiple Spanning Tree Region” on page 6-16 for more information.

e Configure MSTIs — Every switch has a default Common and Internal Spanning Tree (CIST) instance
0, which is also referred to as MSTI 0. Configuration of additional MSTI is required to segment switch
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VLANSs into separate instances. See “What is a Multiple Spanning Tree Instance (MSTI)” on page 6-15
for more information.

e Map VLANSs to MSTI — All existing VLANS are mapped to the default CIST instance 0.
Associating a VLAN to an MSTI specifies which Spanning Tree instance determines the best data path
for traffic carried on the VLAN. In addition, the VLAN-to-MSTI mapping is also one of three MST
configuration attributes used to determine that the switch belongs to a particular MST region.

For a tutorial on setting up an example MST configuration, see “Sample MST Region Configuration” on
page 6-47 and “Sample MSTI Configuration” on page 6-49.

MST Interoperability and Migration

Connecting an MSTP switch to a non-MSTP flat mode switch is supported. Since the Common and Inter-
nal Spanning Tree (CIST) controls the flat mode instance on both switches, STP or RSTP can remain
active on the non-MSTP switch within the network topology.

An MSTP switch is part of a Multiple Spanning Tree (MST) Region, which appears as a single, flat mode
instance to the non-MSTP switch. The port that connects the MSTP switch to the non-MSTP switch is
referred to as a boundary port. When a boundary port detects an STP (802.1D) or RSTP (802.1w) BPDU,
it responds with the appropriate protocol BPDU to provide interoperability between the two switches. This
interoperability also serves to indicate the edge of the MST region.

Interoperability between MSTP switches and per-VLAN mode switches is not recommended. The per-
VLAN mode is a proprietary implementation that creates a separate Spanning Tree instance for each
VLAN configured on the switch. The MSTP implementation is in compliance with the IEEE standard and
is only supported on flat mode switches.

Tagged BPDUSs transmitted from a per-VLAN switch are ignored by a flat mode switch. This can cause a
network loop to go undetected. Although it is not recommended, you can also connect a per-VLAN switch
to a flat mode switch temporarily until migration to MSTP is complete. When a per-VLAN switch is
connected to a flat mode switch, configure only a fixed, untagged connection between VLAN 1 on both
switches.

Migrating from Flat Mode STP/RSTP to Flat Mode MSTP

Migrating an STP/RSTP flat mode switch to MSTP is relatively transparent. When STP or RSTP is the
active protocol, the Common and Internal Spanning Tree (CIST) controls the flat mode instance. If on the
same switch the protocol is changed to MSTP, the CIST still controls the flat mode instance.

Note the following when converting a flat mode STP/RSTP switch to MSTP:

e Making a backup copy of the switch boot.cfg file before changing the protocol to MSTP is highly
recommended. Having a backup copy makes it easier to revert to the non-MSTP configuration if
necessary. Once MSTP is active, commands are written in their explicit form and not compatible with
previous releases of Spanning Tree.

e When converting multiple switches, change the protocol to MSTP first on every switch before starting
to configure Multiple Spanning Tree Instances (MSTI).

e Once the protocol is changed, MSTP features are available for configuration. Multiple Spanning Tree
Instances (MSTI) are now configurable for defining data paths for VLAN traffic. See “How MSTP
Works” on page 6-12 for more information.
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e Using explicit Spanning Tree commands to define the MSTP configuration is required. Implicit

commands are for configuring STP and RSTP. See “Using Spanning Tree Configuration Commands”
on page 6-25 for more information.

STP and RSTP use a 16-bit port path cost (PPC) and MSTP uses a 32-bit PPC. When the protocol is
changed to MSTP, the bridge priority and PPC values for the flat mode CIST instance are reset to their
default values.

It is possible to configure the switch to use 32-bit PPC value for all protocols (see the spantree path-
cost-mode command page for more information). If this is the case, then the PPC for the CIST is not
reset when the protocol is changed to/from MSTP.

This implementation of MSTP is compliant with the IEEE 802.1Q 2005 standard and thus provides
interconnectivity with MSTP compliant systems.

Migrating from Per-VLAN Mode to Flat Mode MSTP

As previously described, the per-VLAN mode is an Alcatel-Lucent proprietary implementation that
applies one Spanning Tree instance to each VLAN. For example, if five VLANS exist on the switch, then
their are five Spanning Tree instances active on the switch, unless Spanning Tree is disabled on one of the
VLAN:S.

Note the following when converting a per-VLAN mode STP/RSTP switch to flat mode MSTP:

Making a backup copy of the switch boot.cfg file before changing the protocol to MSTP is highly
recommended. Having a backup copy makes it easier to revert to the non-MSTP configuration if
necessary. Once MSTP is active, commands are written in their explicit form and not compatible with
previous releases of Spanning Tree.

Using MSTP requires changing the switch mode from per-VLAN to flat. When the mode is changed
from per-VLAN to flat, ports still retain their VLAN associations but are now part of a single, flat
mode

Spanning Tree instance that spans across all VLANS. As a result, a path that was forwarding traffic in
the per-VLAN mode transitions to a blocking state after the mode is changed to flat.

Once the protocol is changed, MSTP features are available for configuration. Multiple Spanning Tree
Instances (MSTI) are now configurable for defining data paths for VLAN traffic. See “How MSTP
Works” on page 6-12 for more information.

Note that STP/RSTP use a 16-bit port path cost (PPC) and MSTP uses a 32-bit PPC. When the
protocol is changed to MSTP, the bridge priority and PPC values for the flat mode CIST instance are
reset to their default values.

It is possible to configure the switch to use 32-bit PPC value for all protocols (see the spantree path-
cost-mode command page for more information). If this is the case, then the PPC for the CIST is not
reset when the protocol is changed to/from MSTP.

This implementation of MSTP is compliant with the IEEE 802.1Q 2005 standard and thus provides
interconnectivity with MSTP compliant systems.
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Spanning Tree Operating Modes

The switch can operate in one of two Spanning Tree modes: flat and per-VLAN. Both modes apply to the
entire switch and determine whether a single Spanning Tree instance is applied across multiple VLANs
(flat mode) or a single instance is applied to each VLAN (per-VLAN mode). A switch runs on the default
mode when it is first turned on.

Use the spantree mode command to select the Flat or Per-VLAN Spanning Tree mode.The switch oper-
ates in one mode or the other, however, it is not necessary to reboot the switch when changing modes.

Using Flat Spanning Tree Mode
Before selecting the flat Spanning Tree mode, consider the following:

e |If STP (802.1D) is the active protocol, then there is one Spanning Tree instance for the entire switch;
port states are determined across VLANSs. If MSTP (802.15s) is the active protocol, then multiple
instances up to a total of 17 are allowed. Port states, however, are still determined across VLANS.

e Multiple connections between switches are considered redundant paths even if they are associated with
different VLANS.

e Spanning Tree parameters are configured for the single flat mode instance. For example, if Spanning
Tree is disabled on VLAN 1, then it is disabled for all VLANSs. Disabling STP on any other VLAN,
however, only exclude ports associated with that VLAN from the Spanning Tree Algorithm.

¢ Fixed (untagged) and 802.1Q tagged ports are supported in each VLAN. BPDU, however, are always
untagged.

e When the Spanning Tree mode is changed from per-VLAN to flat, ports still retain their VLAN
associations but are now part of a single Spanning Tree instance that spans across all VLANs. As a
result, a path that was forwarding traffic in the per-VLAN mode can transition to a blocking state after
the mode is changed to flat.

To change the Spanning Tree operating mode to flat, enter the following command:
-> spantree mode flat

The following diagram shows a flat mode switch with STP (802.1D) as the active protocol. All ports,
regardless of their default VLAN configuration or tagged VLAN assignments, are considered part of one
Spanning Tree instance. To see an example of a flat mode switch with MSTP (802.15s) as the active
protocol, see Chapter 6, “Configuring Spanning Tree Parameters.”
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Flat STP

Switch Port 1/2
e Default VLAN 5

VLAN 10 (tagged)

Port 8/3 Port 10/5 Port 2/5
Default VLAN 2 Default VLAN 20  Default VLAN 5
VLAN 6 (tagged)

Flat Spanning Tree Example

In the above example, if port 8/3 connects to another switch and port 10/5 connects to that same switch,
the Spanning Tree Algorithm would detect a redundant path and transition one of the ports into a blocking
state. The same holds true for the tagged ports.

Using Per-VLAN Spanning Tree Mode
Before selecting the Per-VLAN Spanning Tree operating mode, consider the following:

e A single Spanning Tree instance is enabled for each VLAN configured on the switch. For example, if
there are five VLANS configured on the switch, then there are five separate Spanning Tree instances,
each with its own root VLAN. In essence, a VLAN is a virtual bridge. The VLAN has its own bridge
ID and configurable STP parameters, such as protocol, priority, hello time, max age, and forward
delay.

e Port state is determined on a per VLAN basis. For example, port connections in VLAN 10 are only
examined for redundancy within VLAN 10 across all switches. If a port in VLAN 10 and a port in
VLAN 20 both connect to the same switch within their respective VLANS, they are not considered
redundant data paths and STP does not block them. However, if two ports within VLAN 10 both
connect to the same switch, then the STP transition one of these ports to a blocking state.

¢ Fixed (untagged) ports participate in the single Spanning Tree instance that applies to their configured
default VLAN.

e 802.1Q tagged ports participate in an 802.1Q Spanning Tree instance that allows the Spanning Tree to
extend across tagged VLANS. As a result, a tagged port can participate in more than one Spanning Tree
instance; one for each VLAN that the port carries.

e If a VLAN contains both fixed and tagged ports, then a hybrid of the two Spanning Tree instances
(single and 802.1Q) is applied. If a VLAN appears as a tag on a port, then the BPDU for that VLAN
are also tagged. However, if a VLAN appears as the configured default VLAN for the port, then BPDU
are not tagged and the single Spanning Tree instance applies.

To change the Spanning Tree operating mode to per-VLAN, enter the following command:

-> spantree mode per-vlan
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The following diagram shows a switch running in the per-VLAN Spanning Tree mode and shows Span-
ning Tree participation for both fixed and tagged ports.

STP 2 STP 3
STP 4
Switch
Port 1/3 Port 1/5
Default VLAN 5 Default VLAN 10
VLAN 2 (tagged)
Port 2/5
Port 2/3
Default VLAN 2
Default VLAN 5 VLAN 10 (tagged)
Port 1/4 Port 2/4

Default VLAN 2 Default VLAN 2
Per VLAN (single and 802.1Q) Spanning Tree Example

In the above example, STP2 is a single Spanning Tree instance since VLAN 5 contains only fixed ports.
STP 3 and STP 4 are a combination of single and 802.1Q Spanning Tree instances because VLAN 2
contains both fixed and tagged ports. On ports where VLAN 2 is the default VLAN, BPDU are not tagged.
on ports where VLAN 2 is a tagged VLAN, BPDU are also tagged.

Using Per-VLAN Spanning Tree Mode with PVST+

In order to interoperate with Cisco's proprietary Per Vlan Spanning Tree (PVST+) mode, the current
Alcatel-Lucent per-VLAN Spanning Tree mode allows OmniSwitch ports to transmit and receive either
the standard IEEE BPDUs or Cisco's proprietary PVST+ BPDUs. When the PVST+ mode is enabled, a
user port operates in the default mode initially until it detects a PVST+ BPDU, which automatically
enables the port to operate in the Cisco PVST+ compatible mode.

The PVST+ compatibility mode allows OmniSwitch ports to operate in the per-VLAN mode when
connected to another OmniSwitch or in the Cisco PVST+ mode when connected to a Cisco switch. As a
result, both the Alcatel-Lucent per-VLAN and Cisco PVST+ modes can co-exist on the same OmniSwitch
and interoperate correctly with a Cisco switch using the standard Spanning Tree protocols (STP or RSTP).

Note. In the flat Spanning Tree mode, both the OmniSwitch and Cisco switches can interoperate
seamlessly using the standard MSTP protocol.
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OmniSwitch PVST+ Interoperability

Native VLAN and OmniSwitch Default VLAN

Cisco uses the standard IEEE BPDU format for the native VLAN (VLAN 1) over an 802.1Q trunk. Thus,
by default the Common Spanning Tree (CST) instance of the native VLAN 1 for all Cisco switches and
the STP instance for the default VLAN of a port on an OmniSwitch interoperates and successfully creates
a loop-free topology.

802.1Q Tagged VLANSs

For 802.1Q tagged VLANS, Cisco uses a proprietary frame format which differs from the standard IEEE
BPDU format used by Alcatel-Lucent per-VLAN mode, thus preventing Spanning Tree topologies for
tagged VLANSs from interoperating over the 802.1Q trunk.

In order to interoperate with Cisco PVST+ mode, the current Alcatel-Lucent per-VLAN mode has an
option to recognize Cisco's proprietary PVST+ BPDUSs. This allows any user port on an OmniSwitch to
send and receive PVST+ BPDUSs, so that loop-free topologies for the tagged VLANS can be created
between OmniSwitch and Cisco switches.

Configuration Overview

The spantree pvst+compatibility command is used to enable or disable the PVST+ interoperability mode
globally for all switch ports and link aggregates or on a per-port/link aggregate basis. By default, PVST+
compatibility is disabled.

To globally enable or disable PVST+ interoperability, enter the following commands:

-> spantree pvst+compatibility enable
-> spantree pvst+compatibility disable

To enable or disable PVST+ interoperability for a specific port or link aggregate, use the spantree
pvst+compatibility command with the port or linkagg parameter. For example:

-> spantree pvst+compatibility port 1/3 enable
-> spantree pvst+compatibility port 2/24 disable
-> spantree pvst+compatibility linkagg 3 enable
-> spantree pvst+compatibility linkagg 10 disable

The following causes a port to exit from the enabled state:

e The link status of the port changes.

¢ The administrative status of the port changes.

e The PVST+ status of the port is disabled or set to auto.
To configure a port or link aggregate to automatically detect

The spantree pvst+compatibility command also provides an auto option to configure the port to handle
IEEE BPDUs initially (i.e., disable state). Once a PVST+ BPDU is received, it handles the PVST+
BPDUs and IEEE BPDUs for a Cisco native VLAN. For example:

-> spantree pvst+compatibility port 1/3 auto
-> spantree pvst+compatibility linkagg 3 auto

The following show command displays the PVST+ status.

-> show spantree mode
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Spanning Tree Global Parameters

Current Running Mode : per-vlan,
Current Protocol : N/A (Per VLAN),
Path Cost Mode : 32 BIT,

Auto Vlan Containment : N/A

Cisco PVST+ mode : Enabled

Vlan Consistency check: Disabled

BPDU Processing in PVST+ Mode

An OmniSwitch port operating in PVVST+ mode processes BPDUs as follows:

If the default VLAN of a port is VLAN 1 then:

Send and receive IEEE untagged BPDUs for VLAN 1
Don't send and receive PVST+ tagged BPDUs for VLAN 1
Send and receive tagged PVST+ BPDUSs for other tagged VLANS.

If the default VLAN of a port is not VLAN 1 then:

Send and receive IEEE untagged BPDUs for VLAN 1

Don't send and receive PVST+ tagged BPDUs for VLAN 1

Send and receive untagged PVST+ BPDUs for the port's default VLAN
Send and receive tagged PVST+ BPDUs for other tagged VLANS

Recommendations and Requirements for PVST+ Configurations

It is mandatory that all the Cisco switches have the MAC Reduction Mode feature enabled in order to
interoperate with an OmniSwitch in PVST+ mode. This avoids any unexpected election of a root
bridge.

You can assign the priority value only in the multiples of 4096 to be compatible with the Cisco MAC
Reduction mode; any other values result in an error message. Also, the existing per vlan priority values
are restored when changing from PVST+ mode back to per-VLAN mode. For more information on
priority, refer “Configuring the Bridge Priority” on page 6-27.

In a mixed OmniSwitch and Cisco environment, it is highly recommended to enable PVST+ mode on
all OmniSwitches in order to maintain the same root bridge for the topology. It is possible that the new
root bridge might be elected as a result of inconsistencies of MAC reduction mode when connecting an
OmniSwitch that does not support Cisco PVST+ mode to an OmniSwitch with the PVST+ mode
enabled. In this case, the root bridge priority must be changed manually to maintain the same root
bridge. For more information on priority, refer “Configuring the Bridge Priority” on page 6-27.

A Cisco switch running in PVST mode (another Cisco proprietary mode prior to 802.1q standard) is
not compatible with an OmniSwitch running in per-VLAN PVST+ mode.

Both Cisco and OmniSwitch support two default path cost modes; long or short. It is recommended that
the same default path cost mode be configured in the same way on all switches so that the path costs
for similar interface types are consistent when connecting ports between OmniSwitch and Cisco
Switches. For more information on path cost mode, refer “Configuring the Path Cost Mode” on

page 6-31.

Dynamic aggregate link (LACP) functions properly between OmniSwitch and Cisco switches. The
Cisco switches send the BPDUs only on one physical link of the aggregate, similar to the OmniSwitch
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Using Spanning Tree Configuration Commands

Primary port functionality. The path cost assigned to the aggregate link is not the same between
OmniSwitch and Cisco switches since vendor-specific formulas are used to derive the path cost.
Manual configuration is recommended to match the Cisco path cost assignment for an aggregate link.
For more information on the configuration of path cost for aggregate links, refer “Path Cost for Link

Aggregate Ports” on page 6-38.

The table below shows the default Spanning Tree values.

Parameters OmniSwitch Cisco

Mac Reduction Mode Enabled Disabled

Bridge Priority 32768 32768

Port Priority 128 32 (catOS) / 128 (10S)

Port Path Cost

IEEE Port Speed Table

IEEE Port Speed Table

Aggregate Path Cost

Proprietary Table

Avg Path Cost / NumPorts

Default Path Cost Mode

Short (16-bit)

Short (16-bit)

Max Age 20 20
Hello Time 2 2
Forward Delay Time 15 15

Default Protocol

RSTP (1w) Per Vlan

PVST+ (1d) Per Switch

Using Spanning Tree Configuration Commands

The Alcatel-Lucent Spanning Tree implementation uses commands that contain one of the following
keywords to specify the type of Spanning Tree instance to modify:

e cist — command applies to the Common and Internal Spanning Tree instance. The CIST is the single
Spanning Tree flat mode instance that is available on all switches. When using STP or RSTP, the CIST
is also known as instance 1 or bridge 1.

e msti — command applies to the specified Multiple Spanning Tree Instance. When using MSTP
(802.1s), the CIST instance is also known as MSTI 0.

¢ vlan — command applies to the specified VLAN instance.

These commands (referred to as explicit commands) allow the configuration of a particular Spanning Tree
instance independent of which mode and/or protocol is currently active on the switch. The configuration,
however, does not go active until the switch is changed to the appropriate mode. For example, if the
switch is running in the per-VLAN mode, the following explicit command changes the MSTI 3 priority to
12288:

-> spantree msti 3 priority 12288

Even though the above command is accepted in the per-VLAN mode, the new priority value does not take
effect until the switch mode is changed to flat mode.

Note. When a snapshot is taken of the switch configuration, the explicit form of all Spanning Tree
commands is captured. For example, if the priority of MSTI 2 was changed from the default value to a
priority of 16384, then spantree msti 2 priority 16384 is the command captured to reflect this in the
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snapshot file. In addition, explicit commands are captured for both flat and per-VLAN mode configura-
tions.

Configuring STP Bridge Parameters

The Spanning Tree software is active on all switches by default and uses default bridge and port
parameter values to calculate a loop free topology. It is only necessary to configure these parameter values
if it is necessary to change how the topology is calculated and maintained.

Note the following when configuring Spanning Tree bridge parameters:

When a switch is running in the per-VLAN Spanning Tree mode, each VLAN is in essence a virtual
bridge with its own Spanning Tree instance and configurable bridge parameters.

When the switch is running in the flat mode and STP (802.1D) or RSTP (802.1w) is the active
protocol, bridge parameter values are only configured for the flat mode instance.

If MSTP (802.1s) is the active protocol, then the priority value is configurable for each Multiple
Spanning Tree Instance (MSTI). All other parameters, however, are still only configured for the flat
mode instance and are applied across all MSTIs.

Bridge parameter values for a VLAN instance are not active unless Spanning Tree is enabled on the
VLAN and at least one active port is assigned to the VLAN. Use the spantree vlan admin-state
command to enable or disable a VLAN Spanning Tree instance.

If Spanning Tree is disabled on a VLAN, active ports associated with that VLAN are excluded from
Spanning Tree calculations and remain in a forwarding state.

Note that when a switch is running in the flat mode, disabling Spanning Tree on VLAN 1 disables the
instance for all VLANSs and all active ports are then excluded from any Spanning Tree calculations and
remain in a forwarding state.

The following is a summary of Spanning Tree bridge configuration commands. For more information
about these commands, see the OmniSwitch CLI Reference Guide.

Commands Used for ...

spantree protocol Configuring the protocol for the flat mode CIST instance or a per-

VLAN mode VLAN instance.

spantree priority Configuring the priority value for the flat mode CIST instance, a

Multiple Spanning Tree Instance (MST]I), or a per-VLAN mode
VLAN instance.

spantree hello-time Configuring the hello time value for the flat mode CIST instance or

a per-VLAN mode VLAN instance.

spantree max-age Configuring the maximum age time value for the flat mode CIST

instance or a per-VLAN mode VLAN instance.

spantree forward-delay Configuring the forward delay time value for the flat mode CIST

instance or a per-VLAN mode VLAN instance.

spantree bpdu-switching Configuring the BPDU switching status for a VLAN.
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Commands Used for ...

spantree path-cost-mode Configuring the automatic selection of a 16-bit path cost for STP/
RSTP ports and a 32-bit path cost for MSTP ports or sets all path
costs to use a 32-bit value.

spantree auto-vlan-contain- Enables or disables Auto VLAN Containment (AVC) for 802.1s
ment instances.

spantree pvst+compatibility =~ Enables or disables PVST+ mode on the switch.

The following sections provide information and procedures for using the bridge configuration commands
and also includes command examples.

Selecting the Spantree Protocol

The switch supports three Spanning Tree protocols: STP, RSTP (the default), MSTP. To configure the
Spanning Tree protocol for a VLAN instance regardless of which mode (per-VLAN or flat) is active for
the switch, use the spantree protocol command with the vlan parameter. For example, the following
command changes the protocol to RSTP for VLAN 455:

-> spantree vlan 455 protocol rstp

Note. When configuring the protocol value for a VLAN instance, MSTP is not an available option. This
protocol is only supported on the flat mode instance.

To configure the protocol for the flat mode CIST instance, use either the spantree protocol command or
the spantree protocol command with the cist parameter. Note that both commands are available when the
switch is running in either mode (per-VLAN or flat). For example, the following commands configure the
protocol for the flat mode instance to MSTP:

-> spantree cist protocol mstp
-> spantree protocol mstp

Configuring the Bridge Priority
A bridge is identified within the Spanning Tree by its bridge ID (an eight byte hex number). The first two
bytes of the bridge ID contain a priority value and the remaining six bytes contain a bridge MAC address.

The bridge priority is used to determine which bridge serves as the root of the Spanning Tree. The lower
the priority value, the higher the priority. If more than one bridge have the same priority, then the bridge
with the lowest MAC address becomes the root.

Note. Configuring a Spanning Tree bridge instance with a priority value that causes the instance to
become the root is recommended, instead of relying on the comparison of switch base MAC addresses to
determine the root.

If the switch is running in the per-VLAN Spanning Tree mode, then a priority value is assigned to each
VLAN instance. If the switch is running in the flat Spanning Tree mode, the priority is assigned to the flat
mode instance or a Multiple Spanning Tree Instance (MSTI). In both cases, the default priority value is
assigned. Note that priority value for an MSTI must be a multiple of 4096.
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To change the bridge priority value for a VLAN instance regardless of which mode (per-VLAN or flat) is
active for the switch, use the spantree priority command with the vlan parameter. For example, the
following command changes the priority for VLAN 455 to 25590:

-> spantree vlan 455 priority 25590

Note. If PVST+ mode is enabled on the switch, then the priority values can be assigned only in the multi-
ples of 4096 to be compatible with the Cisco MAC Reduction mode; any other values result in an error
message.

To change the bridge priority value for the flat mode CIST instance, use either the spantree priority
command or the spantree priority command with the cist parameter. Note that both commands are avail-
able when the switch is running in either mode (per-VLAN or flat). For example, the following commands
change the bridge priority value for the flat mode instance to 12288:

-> spantree cist priority 12288
-> spantree priority 12288

The bridge priority value is also configurable for a Multiple Spanning Tree Instance (MSTI). To
configure this value for an MSTI, use the spantree priority command with the msti parameter and spec-
ify a priority value that is a multiple of 4096. For example, the following command configures the priority
value for MSTI 10 to 61440:

-> spantree msti 10 priority 61440

Configuring the Bridge Hello Time

The bridge hello time interval is the number of seconds a bridge waits between transmissions of
Configuration BPDU. When a bridge is attempting to become the root or if it has become the root or a
designated bridge, it sends Configuration BPDU out all forwarding ports once every hello time value.

The hello time propagated in a root bridge Configuration BPDU is the value used by all other bridges in
the tree for their own hello time. Therefore, if this value is changed for the root bridge, all other bridges
associated with the same STP instance adopt this value as well.

Note. Lowering the hello time interval improves the robustness of the Spanning Tree algorithm.
Increasing the hello time interval lowers the overhead of Spanning Tree processing.

If the switch is running in the per-VLAN Spanning Tree mode, then a hello time value is defined for each
VLAN instance. If the switch is running in the flat Spanning Tree mode, then a hello time value is defined
for the single flat mode instance. In both cases, the default hello time value is used.

To change the bridge hello time value for a VLAN instance regardless of which mode (per-VLAN or flat)
is active for the switch, use the spantree hello-time command with the vlan parameter. For example, the
following command changes the hello time for VLAN 455 to 5 seconds:

-> gpantree vlan 455 hello-time 5

To change the bridge hello time value for the flat mode CIST instance, use either the spantree hello-time
command or the spantree hello-time command with the cist parameter. Note that both commands are
available when the switch is running in either mode (per-VLAN or flat). For example, the following
commands change the hello time value for the flat mode instance to 10:
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-> spantree hello-time 10
-> spantree cist hello-time 10

Note that the bridge hello time is not configurable for Multiple Spanning Tree Instances (MSTI). These
instances inherit the hello time from the flat mode instance (CIST).

Configuring the Bridge Max-Age Time

The bridge max-age time specifies how long, in seconds, the bridge retains Spanning Tree information it
receives from Configuration BPDU. When a bridge receives a BPDU, it updates its configuration
information and the max age timer is reset. If the max age timer expires before the next BPDU is received,
the bridge attempts to become the root, designated bridge, or change its root port.

The max-age time propagated in a root bridge Configuration BPDU is the value used by all other bridges
in the tree for their own max-age time. Therefore, if this value is changed for the root bridge, all other
VLANSs associated with the same instance adopt this value as well.

If the switch is running in the per-VLAN Spanning Tree mode, then a max-age time value is defined for
each VLAN instance. If the switch is running in the flat Spanning Tree mode, then the max-age value is
defined for the flat mode instance. In both cases, the default max-age time is used.

Note. Configuring a low max-age time can cause the Spanning Tree to reconfigure the topology more
often.

To change the bridge max-age time value for a VLAN instance regardless of which mode (per-VLAN or
flat) is active for the switch, use the spantree max-age command with the vlan parameter. For example,
the following command changes the max-age time for VLAN 455 to 10 seconds:

-> spantree vlan 455 max-age 10

To change the max-age time value for the flat mode CIST instance, use either the spantree max-age
command or the spantree max-age command with the cist parameter. Note that both commands are avail-
able when the switch is running in either mode (per-VLAN or flat). For example, the following commands
change the max-age time value for the flat mode instance to 10:

-> spantree max-age 10
-> spantree cist max-age 10

Note. The max-age time is not configurable for Multiple Spanning Tree Instances (MSTI). These
instances inherit the max-age time from the flat mode instance (CIST).

Configuring the Forward Delay Time for the Switch

The bridge forward delay time specifies how long, in seconds, a port remains in the learning state while it
is transitioning to a forwarding state. In addition, when a topology change occurs, the forward delay time

value is used to age out all dynamically learned addresses in the MAC address forwarding table. For more
information about the MAC address table, see Chapter 3, “Managing Source Learning.”

The forward delay time propagated in a root bridge Configuration BPDU is the value used by all other
bridges in the tree for their own forward delay time. Therefore, if this value is changed for the root bridge,
all other bridges associated with the same instance adopt this value as well.
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If the switch is running in the per-VLAN Spanning Tree mode, then a forward delay time value is defined
for each VLAN instance. If the switch is running in the flat Spanning Tree mode, then the forward delay
time value is defined for the flat mode instance. In both cases, the default forward delay time is used.

Note. Specifying a low forward delay time can cause temporary network loops, because packets can get
forwarded before Spanning Tree configuration or change notices have reached all nodes in the network.

To change the bridge forward delay time value for a VLAN instance regardless of which mode (per-
VLAN or flat) is active for the switch, use the spantree forward-delay command with the vlan parame-
ter. For example, the following command changes the forward delay time for VLAN 455 to 10 seconds:

-> spantree vlan 455 forward-delay 10

To change the forward-delay time value for the flat mode CIST instance, use either the spantree forward-
delay command or the spantree forward-delay command with the cist parameter. Note that both
commands are available when the switch is running in either mode (per-VLAN or flat). For example, the
following commands change the forward-delay time value for the flat mode instance to 10:

-> spantree forward-delay 10
-> spantree cist forward-delay 10

Note. The forward delay time is not configurable for Multiple Spanning Tree Instances (MSTI). These
instances inherit the forward delay time from the flat mode instance (CIST).

Enabling/Disabling the VLAN BPDU Switching Status

BPDU are not switched on ports associated with VLANSs that have Spanning Tree disabled. This can result
in a network loop if the VLAN has redundant paths to one or more other switches.

Allowing VLANSs that have Spanning Tree disabled to forward BPDU to all ports in the VLAN, can help
to avoid this problem.

To enable or disable the switching of Spanning Tree BPDU for all VLAN and CIST instances when the
switch is running in the per-VLAN mode, use the spantree bpdu-switching command:

-> spantree bpdu-switching enable
-> spantree bpdu-switching disable

To enable or disable the switching of Spanning Tree BPDU for only the CIST instance when the switch is
running in the flat mode, use the spantree bpdu-switching command:

-> spantree cist bpdu-switching enable
-> spantree cist bpdu-switching disable

To enable or disable BPDU switching on a VLAN, use the vlan parameter along with spantree
bpdu-switching command . For example, the following commands enable BPDU switching on VLAN 10
and disable it on VLAN 20:

-> gpantree vlan 10 bpdu-switching enable
-> spantree vlan 20 bpdu-switching disable
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Note. Disabling BPDU switching on a Spanning Tree disabled VLAN must not cause network loops to go
undetected.

Configuring the Path Cost Mode

The path cost mode controls whether the switch uses a 16-bit port path cost (PPC) or a 32-bit PPC. When
a 32-bit PPC switch connects to a 16-bit PPC switch, the 32-bit switch has a higher PPC value that
advertises an inferior path cost to the 16-bit switch. In this case, it is desirable to set the 32-bit switch to
use STP or RSTP with a 16-bit PPC value.

The path cost mode is automatically set to use a 16-bit value for all ports that are associated with an STP
instance or an RSTP instance and a 32-bit value for all ports associated with an MSTP value. It is also
possible to set the path cost mode to always use a 32-bit regardless of which protocol is active.

To change the path cost mode, use the spantree path-cost-mode command and specify either auto (uses
PPC value based on protocol) or 32bit (always use a 32-bit PPC value). For example, the following
command changes the default path cost mode from auto to 32-bit:

-> spantree path-cost-mode 32bit

Note. Cisco supports two default path cost modes: long or short just like in OmniSwitch per vlan
implementation. If you have configured PVST+ mode in the OmniSwitch, it is recommended that the
same default path cost mode must be configured in the same way in all the switches, so that, the path costs
for similar interface types are consistent when connecting ports between OmniSwitch and Cisco Switches.

Using Automatic VLAN Containment

In a Multiple Spanning Tree (MST) configuration, it is possible for a port that belongs to a VLAN that is
not a member of an instance to become the root port for that instance. This can cause a topology change
that could lead to a loss of connectivity between VLANs/switches. Enabling Automatic VLAN
Containment (AVC) helps to prevent this from happening by making such a port an undesirable choice for
the root.

When AVC is enabled, it identifies undesirable ports and automatically configures them with an infinite
path cost value. For example, in the following diagram a link exists between VLAN 2 on two different
switches. The ports that provide this link belong to default VLAN 1 but are tagged with VLAN 2. In
addition, VLAN 2 is mapped to MSTI 1 on both switches.

VLAN 1 VLAN 1
412 5/1
802.1q tag
MSTI-1 —— VLAN 2 VLAN 2 —— MSTI-1

In the above diagram, port 4/2 is the Root port and port 5/1 is a Designated port for MSTI 1. AVC is not
enabled. If another link with the same speed and lower port numbers is added to default VLAN 1 on both
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switches, the new link becomes the root for MSTI 1 and the tagged link between VLAN 2 is blocked, as
shown below:

31 2/1

VLAN 1 VLAN 1

42 5/1
MSTI-1 —| VLAN 2 802.1q tag VLAN 2 | MSTI-1

If AVC was enabled in the above example, AVC would have assigned the new link an infinite path cost
value that would make this link undesirable as the root for MSTI 1.

Balancing VLANSs across links according to their Multiple Spanning Tree Instance (MSTI) grouping is
highly recommended to ensure that there is not a loss of connectivity during any possible topology
changes. Enabling AVC on the switch is another way to prevent undesirable ports from becoming the root
for an MSTI.

To change the default status of the AVC on the switch and to globally enable this feature for all MSTIs,
use the spantree auto-vlan-containment command. Once AVC is globally enabled, then it is possible to
disable AVC for individual MSTIs using the same command. For example, the following commands
globally enable AVC and then disable it for MSTI 10:

-> spantree auto-vlan-containment enable
-> spantree msti 10 auto-vlan-containment disable

Note. An administratively set port path cost takes precedence and prevents AVC configuration of the path
cost. The exception to this is if the port path cost is administratively set to zero, which resets the path cost
to the default value. In addition, AVC does not have any effect on root bridges.
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Configuring STP Port Parameters

The following sections provide information and procedures for using CLI commands to configure STP
port parameters. These parameters determine the behavior of a port for a specific Spanning Tree instance.

When a switch is running in the per-VLAN STP mode, each VLAN is in essence a virtual STP bridge with
its own STP instance and configurable parameters. To change STP port parameters while running in this
mode, a VLAN ID is specified to identify the VLAN STP instance associated with the specified port.
When a switch is running in the flat Spanning Tree mode, VLAN 1 is specified for the VLAN ID.

Only bridged ports participate in the Spanning Tree Algorithm. A port is considered bridged if it meets all
the following criteria:

e Port is either a fixed (non-mobile) port, an 802.1Q tagged port, or a link aggregate logical port.
e Spanning tree is enabled on the port.
e Portisassigned to a VLAN that has Spanning Tree enabled.

e Port state (forwarding or blocking) is dynamically determined by the Spanning Tree Algorithm, not
manually set.

The following is a summary of Spanning Tree port configuration commands. For more information about
these commands, see the OmniSwitch CLI Reference Guide.

Commands Used for ...

spantree cist Configuring the port Spanning Tree status for the single flat mode
instance.

spantree vlan Configuring the port Spanning Tree status for a VLAN instance.

spantree priority Configuring the priority value for the flat mode CIST instance, a

Multiple Spanning Tree Instance (MSTI), or a per-VLAN mode
VLAN instance.

spantree cist path-cost Configuring the port path cost value for the single flat mode
instance.

spantree msti path-cost Configuring the port path cost value for a Multiple Spanning Tree
Instance (MSTI).

spantree vlan path-cost Configuring the port path cost value for a VLAN instance.

spantree cist mode Configuring the port Spanning Tree mode (dynamic or manual) for
the single flat mode instance.

spantree vlan mode Configuring the port Spanning Tree mode (dynamic or manual) for
a VLAN instance.

spantree cist connection Configuring the port connection type for the single flat mode
instance.

spantree vlan connection Configuring the port connection type for a VLAN instance.

spantree cist admin-edge Configures the connection type for a port or an aggregate of ports

for the flat mode Common and Internal Spanning Tree (CIST).

spantree vlan admin-edge Configures the connection type for a port or an aggregate of ports
for a per-VLAN mode VLAN instance.
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Commands Used for ...

spantree cist auto-edge Configures a port or an aggregate of ports for the flat mode Com-
mon and Internal Spanning Tree (CIST) as an edge port, automati-
cally.

spantree vlan auto-edge Configures a port or an aggregate of ports for the per-VLAN mode

VLAN instance as an edge port, automatically.

spantree cist restricted-role Configures the restricted role status for a port or an aggregate of
ports for the flat mode Common and Internal Spanning Tree
(CIST) as a restricted role port.

spantree vlan restricted-role Configures a port or an aggregate of ports for the per-VLAN mode
VLAN instance as a restricted role port.

spantree cist restricted-tcn Configures a port or an aggregate of ports for the flat mode Com-
mon and Internal Spanning Tree (CIST) to support the restricted
TCN capability.

spantree vlan restricted-tcn Configures a port or an aggregate of ports for the per-VLAN mode
VLAN instance to support the restricted TCN capability.

spantree cist txholdcount Limits the transmission of BPDU through a given port for the flat
mode Common and Internal Spanning Tree (CIST).

spantree vlan txholdcount Limits the transmission of BPDU through a given port for the per-
VLAN mode VLAN instance.

spantree pvst+compatibility Configures the type of BPDU to be used on a port when PVST+
mode is enabled.

The following sections provide information and procedures for using Spanning Tree port
configuration commands and also includes command examples.

Enabling/Disabling Spanning Tree on a Port

Spanning Tree is automatically enabled on all eligible ports. When Spanning Tree is disabled on a port, the
port is put in a forwarding state for the specified instance. For example, if a port is associated with both
VLAN 10 and VLAN 20 and Spanning Tree is disabled on the port for VLAN 20, the port state is set to
forwarding for VLAN 20. However, the VLAN 10 instance still controls the port state as it relates to
VLAN 10. This example assumes the switch is running in the per-VLAN Spanning Tree mode.

If the switch is running in the flat Spanning Tree mode, then disabling the port Spanning Tree status
applies across all VLANSs associated with the port. The flat mode instance is specified as the instance
associated with the port, even if the port is associated with multiple VLANS.

To change the port Spanning Tree status for a VLAN instance regardless of which mode (per-VLAN or
flat) is active for the switch, use the spantree vlan command. For example, the following commands
enable Spanning Tree on port 8/1 for VLAN 10 and disable STP on port 6/2 for VLAN 20:

-> gpantree vlan 10 port 8/1 enable
-> gpantree vlan 20 port 6/2 disable

To change the port Spanning Tree status for the flat mode instance, use the spantree cist command. Note
that this command is available when the switch is running in either mode (per-VLAN or flat). For exam-
ple, the following command disables the Spanning Tree status on port 1/24 for the flat mode instance:

-> spantree cist port 1/24 disable
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Spanning Tree on Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports.

To enable or disable the Spanning Tree status for a link aggregate, use the spantree vlan or spantree cist
commands described above but specify a link aggregate control (ID) number instead of a slot and port. For
example, the following command disables Spanning Tree for the link aggregate 10 association with
VLAN 755:

-> spantree vlan 755 linkagg 10 disable

For more information about configuring an aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation,” and Chapter 8, “Configuring Dynamic Link Aggregation.”
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Configuring Port Priority

A bridge port is identified within the Spanning Tree by its Port ID (a 16-bit or 32-bit hex number). The
first 4 bits of the Port ID contain a priority value and the remaining 12 bits contain the physical switch port
number. The port priority is used to determine which port offers the best path to the root when multiple
paths have the same path cost. The port with the highest priority (lowest numerical priority value) is
selected and the others are put into a blocking state. If the priority values are the same for all ports in the
path, then the port with the lowest physical switch port number is selected.

Spanning Tree is automatically enabled on a port and the default port priority value is set. If the switch is
running in the per-VLAN Spanning Tree mode, then the port priority applies to the specified VLAN
instance associated with the port. If the switch is running in the flat Spanning Tree mode, then the port
priority applies across all VLANSs associated with the port. The flat mode instance is specified as the port
instance, even if the port is associated with multiple VLANS.

To change the port priority value for a VLAN regardless of which mode (per-VLAN or flat) is active for
the switch, use the spantree priority command with the vlan and port parameters. For example, the
following command sets the priority value as 3 for the port 10/1 association with VLAN ID 10:

-> spantree vlan 10 port 10/1 priority 3

To change the port priority value for the flat mode instance, use the spantree priority command with the
cist and port parameters. Note that this command is available when the switch is running in either per-
VLAN or flat mode. An instance number is not required. For example, the following command changes
the priority value for port 1/24 for the flat mode instance to 15:

-> spantree cist port 1/24 priority 15

The port priority value is also configurable for a Multiple Spanning Tree Instance (MSTI). To configure
this value for an MSTI, use the spantree priority command with the msti and port parameters. For exam-
ple, the following command configures the priority value for port 1/12 for MSTI 10 to 5:

-> spantree msti 10 port 1/12 priority 5

Note that configuring the port priority value for a MSTI is allowed in both modes (per-VLAN and flat)
only when the Spanning Tree protocol is set to MSTP.

Port Priority on Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports.

To change the priority for a link aggregate, use the spantree priority command with the cist, msti, or
vlan parameters, as described above but specify a link aggregate control number instead of a slot and port
number. For example, the following command sets the priority for the link aggregate 10 association with
VLAN 755 to 9:

-> spantree vlan 755 linkagg 10 priority 9

For more information about configuring an aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation,” and Chapter 8, “Configuring Dynamic Link Aggregation.”
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Configuring Port Path Cost

The path cost value specifies the contribution of a port to the path cost towards the root bridge that
includes the port. The root path cost is the sum of all path costs along this same path and is the value
advertised in Configuration BPDU transmitted from active Spanning Tree ports. The lower the cost value,
the closer the switch is to the root.

The type of path cost value used depends on which path cost mode is active (automatic or 32-bit). If the
path cost mode is set to automatic, a 16-bit value is used when STP or RSTP is the active protocol and a
32-bit value is used when MSTP is the active protocol. If the mode is set to 32-bit, then a 32-bit path cost
value is used regardless of which protocol is active. See “Configuring the Path Cost Mode” on page 6-31
for more information.

If a 32-bit path cost value is in use and the path_cost is set to zero, the following IEEE 802.1Q 2005
recommended default path cost values based on link speed are used:

Link Speed Recéiﬁwir?gial\[ialue
10 MB 2,000,000
100 MB 200,000
1GB 20,000
10 Ghps 2,000

Is a 16-bit path cost value is in use and the path_cost is set to zero, the following IEEE 802.1D
recommended default path cost values based on link speed are used:

Link Speed Recéifnigggdl\D/alue
4 Mbps 250
10 Mbps 100
16 Mbps 62
100 Mbps 19
1 Gbps 4
10 Gbps

Spanning Tree is automatically enabled on a port and the path cost is set to the default value. If the switch
is running in the per-VLAN Spanning Tree mode, then the port path cost applies to the specified VLAN
instance associated with the port. If the switch is running in the flat Spanning Tree mode, then the port
path cost applies across all VLANSs associated with the port. The flat mode instance is specified as the port
instance, even if the port is associated with other VLANS.

The spantree vlan path-cost command configures the port path cost value for a VLAN instance when the
switch is running in either mode (per-VLAN or flat). For example, the following command configures a
16-bit path cost value for port 8/1 for VLAN 10 to 19 (the port speed is 100 MB, 19 is the

recommended value):

-> spantree vlan 10 port 8/1 path-cost 19

To change the port path cost value for the flat mode instance regardless of which mode (per-VLAN or flat)
is active for the switch, use the spantree cist path-cost command. For example, the following command
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configures a 32-bit path cost value for port 1/24 for the flat mode instance to 20,000 (the port speed is 1
GB, 20,000 is the recommended value):

-> spantree cist port 1/24 path-cost 20000

The port path cost value is also configurable for a Multiple Spanning Tree Instance (MSTI). To configure
this value for an MSTI, use the spantree msti path-cost command and specify the MSTI ID for the
instance number. For example, the following command configures the path cost value for port

1/12 for MSTI 10 to 19:

-> spantree msti 10 port 1/12 path-cost 19

Note that configuring the port path cost value for a MSTI is allowed in both modes (per-VLAN and flat)
only when the Spanning Tree protocol is set to MSTP.

Path Cost for Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical

ports. Spanning Tree is automatically enabled on the aggregate logical link and the path cost value is set to
the default value.

If a 32-bit path cost value is in use and the path_cost for a link aggregate is set to zero, the following
default values based on link speed and link aggregate size are used:

Aggregate Size Default Path
(number of links) Cost Value

10 MB 2 1,200,000
800,000
600,000
120,000
80,000
60,000
12,000
8,000
6,000
1,200
800
600

Link Speed

100 MB

1GB

10 GB

o B~ N O B~ N OO B~ N O b

If a 16-bit path cost value is in use and the path_cost for a link aggregate is set to zero, the following
default values based on link speed and link aggregate size are used. Note that for Gigabit ports the aggre-
gate size is not applicable in this case:

Aggregate Size Default Path
(number of links) Cost Value

10 Mbps 2 60
4 40

Link Speed
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Aggregate Size Default Path

Link Speed umber of links) ~ Cost Value
8 30
100 Mbps 2 12
4 9
) 7
1 Gbps N/A 3
10 Ghps N/A 1

To change the path cost value for a link aggregate, use the spantree cist path cost, spantree msti path
cost, or spantree vlan path cost command with the linkagg parameter and a link aggregate control (ID)
number. For example, the following command sets the path cost for link aggregate 10 associated with
VLAN 755 to 19:

-> spantree vlan 755 linkagg 10 path-cost 19

For more information about configuring an aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation,” and Chapter 8, “Configuring Dynamic Link Aggregation.”
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Configuring Port Mode

There are two port modes supported: manual and dynamic. Manual mode indicates that the port was set by
the user to a forwarding or blocking state. The port operates in the state selected until the state is manually
changed again or the port mode is changed to dynamic. Ports operating in a manual mode state do not
participate in the Spanning Tree Algorithm. Dynamic mode indicates that the active Spanning Tree Algo-
rithm determines port state.

Spanning Tree is automatically enabled on the port and the port operates in the default mode. If the switch
is running in the per-VLAN Spanning Tree mode, then the port mode applies to the specified VLAN
instance associated with the port. If the switch is running in the flat Spanning Tree mode, then the port
mode applies across all VLANS associated with the port. The flat mode instance is specified as the port
instance, even if the port is associated with other VLANS.

To change the port Spanning Tree mode for a VLAN instance regardless of which mode (per-VLAN or
flat) is active for the switch, use the spantree vlan mode command. For example, the following command
sets the mode for port 8/1 for VLAN 10 to forwarding.

-> spantree vlan 10 port 8/1 mode forwarding

To change the port Spanning Tree mode for the flat mode instance, use the spantree cist mode command.
Note that the command is available when the switch is running in either mode (per-VLAN or flat) and an
instance number is not required. For example, the following command configures the Spanning Tree mode
on port 1/24 for the flat mode instance:

-> spantree cist port 1/24 mode blocking

Mode for Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports.

To change the port mode for a link aggregate, use the spantree vlan mode or the spantree cist mode
command described above, but specify a link aggregate control (ID) number instead of a slot and port. For
example, the following command sets the port mode for link aggregate 10 associated with VLAN 755 to
blocking:

-> spantree vlan 755 linkagg 10 mode blocking

For more information about configuring an aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation,” and Chapter 8, “Configuring Dynamic Link Aggregation.”
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Configuring Port Connection Type

Specifying a port connection type is done when using the Rapid Spanning Tree Algorithm and Protocol
(RSTP), as defined in the IEEE 802.1w standard. RSTP transitions a port from a blocking state directly to
forwarding, bypassing the listening and learning states, to provide a rapid reconfiguration of the Spanning
Tree in the event of a path or root bridge failure. Rapid transition of a port state depends on the
configurable connection type of the port. These types are defined as follows:

¢ Point-to-point LAN segment (port connects directly to another switch).
¢ No point-to-point shared media LAN segment (port connects to multiple switches).

e Edge port (port is at the edge of a bridged LAN, does not receive BPDU and has only one MAC
address learned). Edge ports, however, will operationally revert to a point to point or a no point to
point connection type if a BPDU is received on the port.

A port is considered connected to a point-to-point LAN segment if the port belongs to a link aggregate of
ports, or if auto negotiation determines if the port must run in full duplex mode, or if full duplex mode was
administratively set. Otherwise, that port is considered connected to a no point-to-point LAN segment.

Rapid transition of a designated port to forwarding can only occur if the port connection type is defined as
a point to point or an edge port. Defining a port connection type as a point to point or as an edge port
makes the port eligible for rapid transition, regardless of what actually connects to the port. However, an
alternate port is always allowed to transition to the role of root port regardless of the alternate port
connection type.

Note. Configure ports that will connect to a host (PC, workstation, server, etc.) as edge ports so that these
ports will transition directly to a forwarding state and not trigger an unwanted topology change when a
device is connected to the port. If a port is configured as a point to point or no point to point connection
type, the switch will assume a topology change when this port goes active and will flush and relearn all
learned MAC addresses for the port’s assigned VLAN.

If the switch is running in the per-VLAN Spanning Tree mode, then the connection type applies to the
specified VLAN instance associated with the port. If the switch is running in the flat Spanning Tree mode,
then the connection type applies across all VLANSs associated with the port. The flat mode instance is
referenced as the port instance, even if the port is associated with other VLANS.

By default, Spanning Tree is automatically enabled on the port, the connection type is set to auto point-to-
point, and auto edge port detection is enabled. The auto point-to-point setting determines the connection
type based on the operational status of the port. The auto edge port setting determines the operational edge
port status for the port.

The spantree vlan connection and spantree cist connection commands are used to configure the port
connection type for a VLAN instance or the CIST instance. See “Configuring the Edge Port Status” on
page 6-42 for information about configuring the auto edge port status for a port.

To change the port connection type for a VLAN instance regardless of which mode (per-VLAN or flat) is
active for the switch, use the spantree vlan connection command. For example, the following command
defines the connection type for port 8/1 associated with VLAN 10.

-> spantree vlan 10 port 8/1 connection autoptp
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To change the port Spanning Tree mode for the flat mode instance regardless of which mode (per-VLAN
or flat) is active for the switch, use the spantree cist connection command. For example, the following
command configures the connection type for port 1/24 for the flat mode instance:

-> spantree cist port 1/24 connection ptp

Note. The spantree vlan connection and spantree cist connection commands only configure one port at
a time.

Connection Type on Link Aggregate Ports

Physical ports that belong to a link aggregate do not participate in the Spanning Tree Algorithm. Instead,
the algorithm is applied to the aggregate logical link (virtual port) that represents a collection of physical
ports. To change the port connection type for a link aggregate, use the spantree vlan connection or the
spantree cist connection command described above, but specify a link aggregate control (ID) number
instead of a slot and port. For example, the following command defines the connection type for the link
aggregate 10 association with VLAN 755:

-> spantree vlan 755 linkagg 10 connection autoptp

For more information about configuring an aggregate of ports, see Chapter 7, “Configuring Static Link
Aggregation,” and Chapter 8, “Configuring Dynamic Link Aggregation.”

Configuring the Edge Port Status
There are two methods for determining the edge port status for a port or link aggregate:

e Configuring the automatic edge (auto edge) port status. The status (enabled or disabled) of this Span-
ning Tree port parameter specifies whether or not the Spanning Tree automatically determines the
operational edge port status for a port. This method is enabled by default.

e Configuring the administrative edge (admin edge) port status. The status (enabled or disabled) of this
Spanning Tree port parameter is used to determine the edge port status when the auto edge port status
is disabled. This method is disabled by default.

To configure the edge port status for the flat mode instance regardless of which mode (per-VLAN or flat)
is active for the switch, use the spantree cist auto-edge command or the spantree cist admin-edge
command. For example:

-> spantree cist port 8/23 auto-edge enable
-> spantree cist port 8/23 admin-edge disable

To configure the edge port status for a VLAN instance regardless of which mode (per-VLAN or flat) is
active for the switch, use the spantree vlan auto-edge command or the spantree vlan admin-edge
command. For example:

-> spantree vlan 10 port 8/23 auto-edge enable
-> spantree vlan 10 port 8/23 admin-edge disable

Note. If auto-edge is enabled on a port, then the admin-edge value is overridden.
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Restricting Port Roles (Root Guard)

All ports are automatically eligible for root port selection. A port in a CIST/MSTI instance or per-VLAN
instance can be prevented from becoming the root port by restricting the role of the port (also referred to
as enabling root guard). This is done using the spantree cist restricted-role command or the spantree
vlan restricted-role command regardless of which mode (per-VLAN or flat) is active for the switch. For
example:

-> spantree cist port 1/2 restricted-role enable

-> spantree cist linkagg 10 restricted-role enable
-> spantree vlan 100 port 8/1 restricted-role enable
-> spantree vlan 20 linkagg 1 restricted-role enable

Note that the above commands also provide optional syntax; restricted-role or root-guard. For example,
the following two commands perform the same function:

-> spantree vlan port 2/1 restricted-role enable
-> spantree vlan port 2/1 root-guard enable

When root guard is enabled for a port, it cannot become the root port, even if it is the most likely
candidate for becoming the root port. However, this same port is designated as the alternate port when the
root port is selected.

Enabling the restricted role status is used by network administrators to prevent bridges external to the core
region of the network from influencing the Spanning Tree topology. However, note that enabling the
restricted role status for a port may impact connectivity within the network.

Restricting TCN Propagation

All ports automatically propagate Topology Change Notifications (TCN) or Topology Changes (TC) to
other ports. To restrict a port from propagating topology changes and notifications, use the spantree cist
restricted-tcn command or the spantree vlan restricted-tcn command regardless of which mode (per-
VLAN or flat) is active for the switch. For example:

-> spantree cist port 2/2 restricted-tcn enable

-> gpantree cist linkagg 5 restricted-tcn enable

-> spantree vlan 10 port 1/5 restricted-tcn enable
-> spantree vlan 20 linkagg 1 restricted-tcn enable

Enabling the restricted TCN status is used by network administrators to prevent bridges external to the
core region of the network from causing unnecessary MAC address flushing in that region. However, note
that enabling the restricted TCN status for a port may impact Spanning Tree connectivity.

Limiting BPDU Transmission

The number of BPDUSs to be transmitted per port per second can be limited using the spantree cist
txholdcount command for a CIST instance or the spantree vlan txholdcount command for a per-VLAN
instance. Both of these commands apply to all ports and link aggregates and are supported when the
switch is running in either the per-VLAN mode or the flat mode. For example:

-> spantree cist txholdcount 5
-> gpantree vlan 10 txholdcount 5
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Sample Spanning Tree Configuration

This section provides an example network configuration in which the Spanning Tree Algorithm and Proto-
col has calculated a loop-free topology. In addition, a tutorial is also included that provides steps on how
to configure the example network topology using the Command Line Interface (CLI).

Note that the following example network configuration illustrates using switches operating in the per-
VLAN Spanning Tree mode and using RSTP (802.1w) to calculate a single data path between VLANS.
See “MST General Overview” on page 6-12 for an overview and examples of using MSTP (802.1s).

Example Network Overview

The following diagram shows a four-switch network configuration with an active Spanning Tree
topology, which was calculated based on both configured and default Spanning Tree parameter values:

VLAN 255 Bridge ID
32768, 00:d0:95:00:00:04

Switch D
(Root Bridge)

VLAN 255 Bridge ID -
(1 555._ —_— e =
[]

o 22 PC=19 3/9

Switch C

o

PC=4

2/10

0 = E—
VLAN 255 Bridge ID _2/8_ '1: 4— —3/?;
32768, 00:d0:95:00:00:02 \ ° 0
([ &= Emssdl] 59 pc=4 31

Switch A
(Designated Bridge)

VLAN 255 Bridge ID
32768, 00:d0:95:00:00:03

Lt [ T 1
Switch B
Forwarding — Root Port 0
Blocking = = == - - Designated Port @
Path Cost PC

Example Active Spanning Tree Topology
In the above example topology:
e Each switch is operating in the per-VLAN Spanning Tree mode by default.

e Each switch configuration has a VLAN 255 defined. The Spanning Tree administrative status for this
VLAN was enabled by default when the VLAN was created.

e VLAN 255 on each switch is configured to use the 802.1w (rapid reconfiguration) Spanning Tree
Algorithm and Protocol.

e Ports 2/1-3, 2/8-10, 3/1-3, and 3/8-10 provide connections to other switches and are all assigned to
VLAN 255 on their respective switches. The Spanning Tree administrative status for each port is
enabled by default.
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The path cost for each port connection defaults to a value based on the link speed. For example, the
connection between Switch B and Switch C is a 100 Mbps link, which defaults to a path cost of 19.

VLAN 255 on Switch D is configured with a Bridge 1D priority value of 10, which is less than the
same value for VLAN 255 configured on the other switches. As a result, VLAN 255 was elected the
Spanning Tree root bridge for the VLAN 255 broadcast domain.

A root port is identified for VLAN 255 on each switch, except the root VLAN 255 switch. The root
port identifies the port that provides the best path to the root VLAN.

VLAN 255 on Switch A was elected the designated bridge because it offers the best path cost for
Switch B to the root VLAN 255 on Switch D.

Port 2/9 on Switch A is the designated port for the Switch A to Switch B connection because Switch A
is the designated bridge for Switch B.

Redundant connections exist between Switch D and Switch C. Ports 2/2 and 3/9 are in a discarding
(blocking) state because this connection has a higher path cost than the connection provided through
ports 2/3 and 3/8. As a result, a network loop condition is avoided.

Redundant connections also exist between Switch A and Switch B. Although the path cost value for
both of these connections is the same, ports 2/8 and 3/3 are in a discarding state because their port
priority values (not shown) are higher than the same values for ports 2/10 and 3/1.

The ports that provide the connection between Switch B and Switch C are in a discarding (blocking)
state, because this connection has a higher path cost than the other connections leading to the root
VLAN 255 on Switch D. As a result, a network loop is avoided.

Example Network Configuration Steps

The following steps provide a quick tutorial that configures the active Spanning Tree network topology
shown in the diagram on page 6-44.

1

Create VLAN 255 on Switches A, B, C, and D with “Marketing IP Network” for the VLAN

description on each switch using the following command:

2

-> vlan 255 name "'‘Marketing IP Network"

Assign the switch ports that provide connections between each switch to VLAN 255. For example, the

following commands entered on Switches A, B, C, and D, respectively, assign the ports shown in the
example network diagram on page 6-44 to VLAN 255:

3

-> vlan 255 members port 2/8-10 untagged
-> vlan 255 members port 3/1-3 untagged
-> vlan 255 members port 3/8-10 untagged
-> vlan 255 members port 2/1-3 untagged

Change the Spanning Tree protocol for VLAN 255 to RSTP (Rapid Spanning Tree Protocol) on each

switch using the following command:

-> spantree vlan 255 protocol rstp
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4 Change the bridge priority value for VLAN 255 on Switch D to 10 using the following command
(leave the priority for VLAN 255 on the other three switches set to the default value):

-> spantree vlan 255 priority 10

VLAN 255 on Switch D has the lowest Bridge ID priority value of all four switches, which qualifies it as
the Spanning Tree root VLAN for the VLAN 255 broadcast domain.

Note. To verify the VLAN 255 Spanning Tree configuration on each switch use the following show
commands. The following outputs are for example purposes only and not match values shown in the
sample network configuration:

-> show spantree vlan 255
Spanning Tree Parameters for Vlan 255

Spanning Tree Status :

Protocol

mode

Priority

Bridge ID
Designated Root
Cost to Root Bridge
Root Port

Next Best Root Cost
Next Best Root Port
Tx Hold Count
Topology Changes
Topology age

ON,
: IEEE RAPID STP,
: per vlan (1 STP per Vlan),
: 32768 (0x0FA0),
8000-00:d0:95:00:00:04,
000A-00:d0:95:00:00:01,

Current Parameters (seconds)

Max Age
Forward Delay
Hello Time

System Max Age
System Forward Delay

4,
Slot 3 Interface 8,
0,
None,
6,
: 3,
: 0:4:37
= 30,
= 15,
= 2
Parameters system uses when attempting to become root
= 30,
= 15,
= 2

System Hello Time

-> show spantree vlan 255 ports
Spanning Tree Port Summary for Vlan 255

Adm Oper Man. Path Desig Prim. Op Op
Port Pri St St mode Cost Cost Role Port Cnx Edg Desig Bridge ID
----- T T T T T T T TR T
3/8 7 ENA FORW  No 4 29 ROOT 3/8 NPT Edg O0OOA-00:d0:95:00:00:01
3/9 7 ENA BLOCK No 19 48 BACK 3/9 NPT No 8000-00:d0:95:00:00:04
3/10 7 ENA BLOCK No 19 48 ALTN 3/10 NPT No 8000-00:d0:95:00:00:03
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Sample MST Region Configuration

An MST region identifies a group of MSTP switches that is seen as a single, flat mode instance by other
regions and/or non-MSTP switches. A region is defined by three attributes: name, revision level, and a
VLAN-to-MSTI mapping. Switches configured with the same value for all three of these attributes belong
to the same MST region.

Note. An additional configurable MST region parameter defines the maximum number of hops autho-
rized for the region but is not considered when determining regional membership.The maximum hops
value is the value used by all bridges within the region when the bridge is acting as the root of the MST
region.

This section provides a tutorial for defining a sample MST region configuration, as shown in the diagram

below:
4 N

Switch A Switch D
I
I
e
CST
e
1l
I
N . 1T T T ]
Switch B Switch C Switch E
K MST Region / SST Switches (STP or RSTP)

In order for switches A, B, and C in the above diagram to belong to the same MST region, they must all
share the same values for region name, revision level, and configuration digest (VLAN-to-MSTI

mapping).

The following steps are performed on each switch to define Alcatel-Lucent Marketing as the MST
region name, 2000 as the MST region revision level, map exiting VLANS to existing MSTIs, and 3 as the
maximum hops value for the region:

1 Configure an MST Region name using the spantree mst region name command. For example:
-> spantree mst region name “Alcatel Marketing”

2 Configure the MST Region revision level using the spantree mst region revision-level command. For
example:

-> spantree mst region revision-level 2000
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3

Map VLANSs 100 and 200 to MSTI 2 and VLANSs 300 and 400 to MSTI 4 using the spantree msti

vlan command to define the configuration digest. For example:

4

-> spantree msti 2 vlan 100 200
-> spantree msti 4 vlan 300 400

See the “Sample MSTI Configuration” on page 6-49 for a tutorial on how to create and map MSTIs to
VLANS.

Configure 3 as the maximum number of hops for the region using the spantree mst region max-hops

command. For example:

-> spantree mst region max-hops 3

Note. (Optional) Verify the MST region configuration on each switch with the show spantree mst
command. For example:

-> show spantree mst region

Configuration Name Alcatel Marketing,

Revision Level = 2000,

Configuration Digest = 0x922fb3f 31752d68 67fell55 d0ce8380,
Revision Max hops = 3,

Cist Instance Number =0

All switches configured with the exact same values as shown in the above example are considered
members of the Alcatel-Lucent Marketing MST region.
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Sample MSTI Configuration

By default, the Spanning Tree software is active on all switches and operating in the per-VLAN mode
using 802.1w RSTP. A loop-free network topology is automatically calculated based on default 802.1w
RSTP switch, bridge, and port parameter values.

Using Multiple Spanning Tree (MST) requires configuration changes to the default Spanning Tree values
(mode and protocol) as well as defining specific MSTP parameters and instances.

The following steps provide a tutorial for setting up a sample MSTP configuration, as shown in the
diagram below:

/ NES 21| Y
( VLAN 100 ) ( VLAN 100 )
CIST-0 — - CIST-0
(TN 42 (TN
( VLAN 150 ) i S/ { VLAN 150 )
(vLAN 200 )48 I 52 (vian200 )
MSTI-1 —] L MSTI-1
{ VLAN 250 ) 2112 I 3/6 ( vLAN 250 )
Switch A Switch B

Flat Mode MSTP Quick Steps Example

1 Change the Spanning Tree operating mode, if necessary, on Switch A and Switch B from per-VLAN to
flat mode using the spantree mode command. For example:

-> spantree mode flat

Note that defining an MSTP configuration requires the use of explicit Spanning Tree commands,
which are available in both the flat and per-VLAN mode. As a result, this step is optional. See “Using
Spanning Tree Configuration Commands” on page 6-25 for more information.

2 Change the Spanning Tree protocol to MSTP using the spantree protocol command. For example:
-> spantree protocol mstp
3 Create VLANS 100, 200, 300, and 400 using the vlan command. For example:

-> vlan 100
-> vlan 150
-> vlan 200
-> vlan 250

4 Assign switch ports to VLANS, as shown in the above diagram, using the vlan members untagged
command. For example, the following commands assign ports 3/1, 4/2, 4/8, and 2/12 to VLANSs 100, 150,
200, and 250 on Switch A:

-> vlan 100 members port 3/1 untagged
-> vlan 150 members port 4/2 untagged
-> vlan 200 members port 4/8 untagged
-> vlan 250 members port 2/12 untagged
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The following commands assign ports 2/1, 5/1, 5/2, and 3/6 to VLANSs 100, 150, 200, and 250 on
Swit